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PREFACE

-IES '81 is the third Ionospheric Effects Symposium to be sponsored by the Naval Research
Laborato0y the first having been held in 1975 and the second in 1978. The most recent sym-
posium was co-sponsored by the Office of Naval Research and the Air Force Geophysics
Laboratory. I am especially pleased that AFGL officially participated in IES '81, inasmuch as it
has been my aim since the inauguration of these conferences that all DoD research and
development activities play a key role.

"\The purpose of this symposium, as in the two previous IES conferences,-\was to improve

the information transfer between system architects, managers, and designers on the one hand,

and ionospheric physicists and propagation specialists on the other hand.\ Although the military
(DoD) interest associated with various topics presented at the cinference was transparent, the
commercial and scientific research areas were also in evidence.

The conference was keynoted by Dr. Hans Mark, who, fresh from his participation in tha
first launch of the space shuttle, provided the attendees with his perceptions of the future
direction of the space program. A special address was presented by J.N. Birch that highlighted
the ionospheric research needs of present and future-planned DoD systems. A banquet, held
on the evening of April 15, had as its guest speaker Prof. J.A. Van Allen, who discussed "The
Magnetospheres of the Planets."

The conference itself covered various topics of current interest to the ionospheric research
community. Session topics included the following: '"Ionospheric Modificatioji, chaired by J.M.-
"Goodman; 'General Reviews and Total Electron Contenfi, chaired by dJ.Kelso;-!'Equatorial Scin-
tillation Studies, chaired by J. V. Evans; 1HF Propagation/Remote Sensing•, chaired by K.

S•avieiHigh-Latitude ScintillatioW', chaired by E. Fremouw;"19 Sub-HF Propagation and System
Effects", chaired by G. Lane; Ionospheric and Propagation Modeli, chaired-by J. Aarons;-and

"'Future Plans and Programe chaired by S. Ossakow.

One of the areas of intarest emphasized in the conference was ionospheric modification.
There were 13 papers presented on this topic alone. The papers dealt with rocket plume
effects, chemical releases, optical diagnostics, in-situ active ea) eriments, ionospheric heating
and its various manifestations, and possible applications of modilication to the communication
research community.

Several review papers were presented at the conference, including "Recent Devsilopments
in Artificial ionospheric Heating", by C.M. Rush; "Ionospheric Predictions-A Review of the State
of the Art", by K. Davies; "New Forecasting Methods of the Intensity and Time-Development of
Geomagnetic and Ionospheric Storms", by S.I. Akasofu; 'Recent High-Latiltude Improverm.nt, in
a Computer-Based Scintillation Moder, by E.J. Fremouw and J.M. Lansinger; and "Effects oi the
Ionosphere on HF Radar Propagation", by D.B. rizna and .M. Headrick.

I would like to thank all of the session chairmen for their assistance in the program plan-
ning and for the careful review of papers which were subr,.tted. Dr. Aarons, the co-chairman
of IES '81, performed a yeoman's job in filtering through tho oversupply of abstracts which
were submitted to the organizers, and his afforts translated directly into a balanced and work-
able conference agenda. The organiaing cor•mittee was quite pleased with the response to the
call for papers, and it is indeed unfortunate that manr excellent papers ,ould not be provided
space, and that a number of others had to be combined. In all, 73 papers are ;ontained in this
conference proceedings. In additio:n to 5 review papers, Dr. Aarwns and i have reviewed "The
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Radiowave Propagation Environment--Science and Technology Objectives for the 80's", the
purpose of which was to set a tone for the conference. The symposium was opened by Dr.
Alan Berman, the NRL Director of Research, and the text of his address is contained within this
volume. I would like to acknowledge the continuous support and encouragement for the series
of IES Conferences which have been provided by Dr. Berman and others at NRL, including Dr.
T.P. Coffey and Dr. P. Mange. In addition, Dr. H. Mullaney and Dr. J. Dimmock are thanked for
promulgation of the ONR sponsorship.

It is not possible to thank all individuals who assisted me during the course of the IES '81
activity. However, as in the past, a major share of credit goes to Mr. F.D. Clarke, the sympo-
sium coordinator, who orchestrated the entire affair. He was assisted by an able and com-
petent staff including Mrs. Rhea Smithson, who was the official conference secretary, Mrs.
Gailyn Nocente and Mrs. Jane Clarke. The technical Information Division at NRL is ack-
nowledged for document preparatioii and printing services. Mrs. D. Robbins and her staff at
TID produced an excellent preprint document which has been widely acclaimed by the atten-
dees, and they also ass~sted in the layout and editing of this final volume. The chief projection-
ist for IES '81 was Mr. Dominic Panciarelli. The staff of the Ramada Inn in Old Town, Alexan-
dria was extremely helpful in accommodating the special needs specified by the IES '81 organ-
izers, including the symposium banquet held at the conclusion of the technical agenda on the
second day.

Finally, I would like to thank all of the attendees of IES '81 for making the conference a
memorable as well as worthwhile event.

Frank Clarke, Jules Aarons and I would like to zongratulate the contributors whose papers
are contained within this volume. On the whole, the contents reflect the state-of-the-art in
ionospheric research and system effects. Hopefully this book will be a useful reference text for
researchers and system designers alike.

John M. Goodman
Co-chairman and Editor-in-Chief
IES '81
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WELCOMING ADDRESS

Dr. Alan Berman
Director of Research

Naval Research Lal-3ratory

Good Momini. It is indeed a pleasure to welcome all 9f you to the 1981 Symposium on
the Effect of the Ionosphere on Radiowave Systcms. This is the third such conference which
'IRL has organized, and on this occasion, along with tne Office of Naval Research, we are for-
.unate to co-sponsor the event with the Air Force Geophy-,ics Laboratory.

The ionosphere has, of course, been the subject of considerable study for many decades,
and there are many radiowave systems which are profoundly influenced by the natural plasma
which surrounds the earth. I note that the brochure which advertised this event indicated that
the following topics will be covered: effects on various systems including C31, navigation and
positioning, direction finding, radar, and surveillance. In addition, specified ionospheric
phenomena and techniques will be covered including: ionospheric modification, amplitude and
phase scintillation, ionospheric forecasting and assessment, ionospheric models and total elec-
tron content. From an inspection of the abstracts received, it is clear that the papers to be
presented are all of high quality, and a considerable effort has obviously been invested by the
authors in the preparation of material furnished to the organizers of this conference.

One of the main objectives of IES '81, as was the case for its two predecessors, is
development of a closer coupling between system architects and designers on the one hand,
and propagation specialists and scientists on the other. This, I feel, makes IES unique and dis-
tinguishes it from otherwise excellent conferences sponsored by organizations such as AGU and
URSI, for example. Speaking for the organizers of this conference, and NRL in particular, I
extend my best wishes for a successful symposium. Thank you.
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THE RADIOWAVE PROPAGATION ENVIRONMENT O

SCIENCE AND TECHNOLOGY OBJECTIVES FOR THE 80's

E.O. HULBURT CENTER FOR SPCCE RESEARCH
NAVAL RESEARCH LABORATORY

WASHINGTON, D.C. 20375

XJULES AARONS
AIR FORCE GEOPHYSICS LABORATORY

L.G. HANSCOM FIELD
-: [BEDFORD, MA. 01730

ABSTRACT

Because the ionosphe e is so crucially important to the operation of RF systems employed by the
commercial world and DoD, the topics covered in various topical conferences such as IS, and others
organized by components of IRSI, COSPAR, AGU, IEEE, AND NATO-AGARD have remained active for several

decades. Early emphasis ii ionospheric propagation research was on HF but present emphasis is away
from this band - both above and below, especially in the industrialized nations. Even so, the IF

* band remains importnnt in many applications and will be a significant if not major driving force
for ionospheric research for some time to come. This3paper outlines the perceived science and
technology objectives for the 1980's based upon the C I systems which are reckoned to be in place
as we approach the 21st century.

1.0 General Introduction

The ionosphere has a strong influence on the personality of Radiowaves which propagate beneath,
within, or through it; and this influence derives from the spatial and temporal non-uniformity in
the refractivity of the magneto-ionic medium. A number of texts dealing with ionospheric radio
prnpagation have been published, and general reviews of propagation effects are available in the
literature, especially dealing with earth-space propagation. The fundamental importance of the
ionosphere to DoD systems as well as others is evidenced by a substantial number of topical
conferences sponsored by the wave propagation panel of the Advisory Group for Aerospace Research
and Development (AGARD) which is affiliated with NATO. In 'ddritin, the U.S. Navy has sponsored
twr ionospheric Effects Symposia which have surveyed the field and have illuminated relevance
issues. Non-OoD conferences and workshops dealing with all aspects of the geoplasma and radlowave
propagation abound, and references in this area are far too voluminous to be cited in a brief
introduction. The role of prediction, forecasting, and assessment of the envirorvaent for a priori
estimation of effects on propagating systems has received considerable attention ovFr the years.
As a result a plethora of ionospheric models have been developed for use in system design, and in
some cases, system operations. As a minimum, models have found utility in specifying margins over
which propagating systems must be designed to adapt to the changing ionosphere. The robustness of
systems typitally increases with increasing frequency for transioiospheric propagation and in this
case the ionosphere is simply a nuissance. Nevertheless the diminution of deleterious effects does
not occur as rapidly as one would like. Ionospheric scintillation is a case and point.

Before the advent of the space age, the attention in this field was naturally directed toward
the radio frequency domain below VHF, principally centered on the IF band for conrmunication and
surveillance purposes but also including VLF through WF which is of use in :ommunication and
navigation. Recently, ELF has been considered as a prime candidate for strategic communication by
virtue of its considerable penetration into sea water. At HF and below, the ionosphere may be
regarded, more or less, as part of the propagation channel - a very substantial part in most
cases. Indeed, knowledge of the detailed character of the lower ionosphere is fundamental to the
intelligent design and efficient operation of many systems which employ this frequency domain, The
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precariousness of IF to the ionosphere is well known and the problems are largely understood.
There physical understandir~g, however, does not always translate into useful forecasting or
prediction techniques. The problem of sudden ionospheric disturbances has been attacked by system
approaches involving the monitoring of 1-8 A solar x-ray flux but the successful prediction of
magnetic storm (ionospheric storms) effects is not yet in hand, although r,•st assuredly significant
strides have been made. The problem of available bandwidth as well as ionospheric effects made the
IF band less attractive than higher frequencies for line of sight (LOS) propagation but in the
absence of satellite technology there was little choice for Beyond-Line-of-Sight (BLOS) or
Extended-Line-of Sight (ELOS) requirements.

Indeed the use of the HF band is currently growing despite the large expenditures for
satellite-dependernt communication systems. This has come about for a variety of reasons including
the sensitivity of military planners to satellite vulnerability and, above all, system cost. At
low latitudes especially, IF ooint-to-point communication systems are quite attractive since this
S7egiun exhibits higher maximum usable frequencies (MUFs) which increases the available bandwidth,
and it is relatively uneffected by particle precipitation events and magnetic storm effects. The
principal transient problem is the absorption arising from solar flare x-rays during daytime and
certain transequatori~l propagation effects associated with the Appleton anomaly. In addition many
developing countries occupy the low latitude region and the expense of satellite systems miqht
preclude their use there. Furthermore SATCOM scintillation is more pronounced near the qeomagnetic
equator. IF communication is somewhat less attractive dt temperate and high latitudes but will
nevertheless be a significant component in military thinking. The DoD officially regards the WF
band as simply a back-up to SATCOM and because of this a considerable amount of expertise has been
"lost over the years because scientific and engineering talent has been directed toward the
"development of sateilite systems at the expense of IF. This trend is now changing and conscious
efforts are underway to improve our understanding of the IF channel. Effort is directed in twr,,
main areas: Wi) development of advanced modems and adaptive systems which account for the
ionosphere automatically and (ii) development and testing of improved short-term forecasting and
assessment technologies. The first approach depends upon some understanding of the average
behavior of the charnel and may justify sympotic studies of the ionosphere for usp in long and
intermediate term f:ediction schemes. The second approach depends upon a somewhat more superficial
understanding of the basic physics but may depend heavily upon real-time assessment schemes for
success. More will be said about this later on.

Even tnough SATCOM will likely be the primary system for long haul communications in the future
with an evolutionary development toward x-band or EHF, HF has considerable charm in the
sWrveillance arena and will be important for some time in the intellicgence world ',i.e., the "I" of
VCI). HF will likely be a backup long haul communication system but will maintain a strono
potential for intra-task compti:,ications via ground wave. The wise and judicious use of this mode
will protect against detection by unfriendly forces while at the same time allowing communication
to the desired terminals. This requires a knowledge of ionosphere. Conversely e good knowledge of
the ionosphere over denied areas may assist in the intel iqpnt allocation of signal intercept
resources. Thus the use of elaborate electronic warfare technology by frien•d and foe alike gay
undoubtedly involve real-time knowledge of the radJowave propagation environment; and the
ionosphere plays a key role in this game.

As satellites came of age, the radio frequencies employed for command and cortrol of space
systems as well as those used for long distance cemmunications via satellite became progressively
higher to avoid the obviously annoying effects introduced by the ionosphere. Nevertheless
small-scale ionospheric inhomogeneities of electron concentration posed a potential threat to
SATCOM over the magnetic equator and near the polar regions especially at UHF. Much of the
commercial world has advanced to higher frequencies in the GHz domain but even here scintillation
of signal phase and amplitude sometimes result in syv.tem perturbations, although the effects are
not operationally significant. There are still important systems which operate a JIF and the OD
will utilize this band for Fleet Broadcast for some years to come. The primary iu..aspheric problem
associated with the earth-space path is undoubtedly amplitude and phase scintillation. This not
only must be accounted for by SATCOM system designers but also by designers of advanced satellite
surveillance systems which require mini-ization of phase fluctuations and by advanced navigation
systems such as NAVSTAR/QPS. Studies have shown that scintillation at L-Band, a frequency band

rmployed by GPS, may be deleterious to operation in the important equatorial and low latitude
regions. Single-frequency users of GPS also require more adequate models of total electron content
to satisfy navigation requirements.

One of the most fascinating new fields of ionospheric physics is embodied in modification
technology. This technology, once refined, may ultimately be of use in opening the bandwidth
available for HF communications, extending th2 range of HF-OTH radar, thwarting naturally occurring
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scintillation, as an assist in overcoming anti-communication nuclear burst scenarios and may be
important in the generation of CLF/VLF sigrals for communicatten purposes. Also it has been shown
that ionospheric inhomogeneities produced by powerful WF heaters will allow the BLOS transmission
of facsimile at VHF and UHF. The theory and experimental aspects of HF heating is contained in
proceedings of special symposia. A number of W- heater experiments are row underway or are planned
in the near future. Sites for controlled experiments include the EISCAT facility in Northern
Europe, a facility near Arecibo Puecto Rico, and a facility in Alaska. Several facilities are also
located in the USSR. The proposed Satellite Power $ystem (SPS) is a system which by its very
nature may also be a potential contributor to unwanted ionospheric modification through the
atmospheric/ionospheric "heating" process. Chemical reagent releases, ion cloud releases, and RF
heating have been explored to study various aspects of ionospheric phenomenology. Very large holes
in the ionosphere have been produced (inadvertantly) by the launch of rockets. The most ioteworthy
example is the launch of Skylab and more recently WfEAO-C. Planned experiments in which water
(H20) is released have also been successful in producing various ionospheric effects. The
inadvertant modification caused by rocket launches is currently being investigated because of the
possibility that ionospherically-supportec radio links may suffer impairments from such effects.

2.0 Requirements and Needs

2.1 General Remarks - The perceived PoD requirements for satellite monitoring of the earth's space
environment are driven in large measure by the need to conmand and control friegdly forces and to
gather intelligence concerning hostile forces. This driving function, termed C I for Command,
Control, Commiunication arnd Intelligence, m~ust be operable in all stages of conflict from crisis to
all-out nuclear war. Force multiplication via C3 1 is imperative in the future because of
decreased reliance on foreign bases and the force advantage enjoyed by the enemy in certain
postulated engagements. However, the degree to which such mulltplication may be accomplished is
dependent upon adequate communication - the "glue" which holds it all together. The outcome of
crisis or warfare engagements is also dependint upon adequate navigation/positioning of U.S. forces
as well as ocean surveillance and oceanic weather/sea state information. These and the
aforementioned components of C3 1 are thought co be best handled through use of space assets to
obtain global and synoptic coverage and to enhance connectivity between the cctual forces and the
force strategists and managers. The efficient use of terrestrial sensors and ionospheric channel
"probes" has not been fully explored in this context and requires attention. The direct
comnunication of information between the various components of the C3 1 systems (including
navigation and surveillance) requires a cooperative envircnment for the channel. Such
"cooperation" is dependent upon the nature of the medium including: the troposphere, ionosphere,
and magnetosphere - all of which are geographically complex and time-varying. The total system,
tnerefore, requires a component capable of deriving specifics concerning the total hierarchy of
solar-terrestrial interactions. At best, the target system would benefit the force managers
through a comprehensive timely and accurate predictive capability vis-a-vis the performance of
communication, navigation, surveillance, and weather-gathering systems for both U.S. and hostile
forces. This system would provide the maximum response time for command and control. As a minimum

"a the target system would provide a real-timc assessment capability providing a minimum response time
for command and control of forces. The ininimum system must of necessity be more accurate and
reliable. It is emphasized that satellites may provide the best capability to assess the aerospace
environment on a synoptic and global basis and to provide early warning of changes in the
interplanetary and near-earth space environments. Of course, ground-based diagnostic tools such as
vertical incidence sounders, magnetometers, total electron content polarimeters, etc. may be
orchestrated to provide considerable information especially if tied to models which are capable of
updnte. The primary problem associated with the utilization of any specified hierarchy of
environmental observables is one of real or quasi-real time data collection, rapid data
dissemination, subsequent fusion of the information, and processing for the ultimate customer in a
convenient form. There is also a need for feedback and ýnterrogation for quality control. Thus
the environmental assessp-ent target system is itself a C I system. The intelligence
(information) must be gathered, the information systems must be controlle-d- m data which
might overload the system, relevant data must be available on conRnand, and the whole -ystem must be
tied together with a reliable communication system. Those cha---esin the geopiasma environment
which affect existing communication systems in space such as FLEETSATCOM and OSCS (i.e.,
scintillation) and ground-based systems such as W- (i.e., absorption and coverage variation) and
ground-based navigation systems such as LORAN and OMEGA are also affected by solar-driven
ionospheric effects, and the satellite-based TRANSIT and NAVSTAR/GPS systems are not immune to
perturbations in performance as a result of the non-uniform ionospheiic personality; viz.,
scintillation producing inhomogeneities. Just as HF communication is held hostage to the vagaries
of the ionospheric channel, we find the IF-OTH radar and HF--Dr systems are also dependent upon the
nature of the lower ionosohere. Future surveillance satcliite systems may have performance
degradations in certain regions because of propagat.on disturbances and ionospheric clutter arising
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from cub-auroral forms and field aligned ionization. Satellite synttetic aperture systems (SAR)
will encounter diminution in aperture gain because of ionospheric inhomogeneities which distort the
surfaces of constant wave phase. The sun is responsible for increasing the rate at which satellite
orbits decay since satellite drag is related to thermospheric temperature which is enhanced during
periods of high solar activity. Furthermore solar monitoring is necessary to precisely specify
orbits of navigation or low orbiting surveillance satellites. Spacecraft charging may be
particularly damaging to systems such as NAVSTAR/GPS since the constellation operates in a rather
virulent segment of the earth's radiation belts. The character of the magnetospheLic changes
radically during magnetic storms (substorms) and it is possible that system malfunction may result
from spacecraft-magnetospheric interactions during disturbed periods. Radio noise generated during
solar disturbances will reduce the efficiency of space-borne transponders and space radiation may
also damage solar cells and sensors. Clearly the case is strong for developing operational systems
for monitoring the solar-terrestrial environment. The nature of all the effects thought to be
important sources of malfunction (or performance reduction) in systems of importance to the 0o0 Is
not known quantitatively except in a few instances; more research is needed to characterize the
ionosphere and magnetosphere under all conditions of interest. Indeed, it is the role of space
research to develop diagnostic tools to follow and forecast ionospheric behavior and response, both
natural and artificial. This entails the design and use of new instrumentation to probe the
neutral, ionized, and magnetically-controlled atrospheric components whether by direct probing, or
by remote tensing of atmospheric, ionospheric and magnetospheric radioactive emissions. It also
includes interpretive modelling, the testing of models against observed natural events, and
i•provement of forecasts of probable behavior including that of the sun, of the interplanetcry
,,edium and the earth's Ionosphere. The second objective of space research Is to develop a fuller
understanding of the electromagnetic radiation environment which may affect the near-earth space
medium and the military users of space and/or the space medium. This includes the delineation of
the physical location of radiating sources for all spectral regions; from the radio band, through
the infrared and visible, to the ultraviolet, x-ray and gamia ray ranges, together with their
spectral and temporal behavior. The space environment, because of the fact that ýt exhibits
control or influence over many systems of critical importance to the DoD in the C I, navigation,
and surveillance arenas, is of fundamental importance to the military strategist. A-priori
knr wledge of the performance of radiowave propagation systems as deduced indirectly from
soia:-environmental monitoring, or more directly by propagation channel assessment may be critical
in the Jevelopment of tactical warfare scenarios. Its irr~ortance in the commercial world is also
established although less critical.

;.0 Basic Research OoJectives in Environmental Monitoring

Together with the operational space assets, there is a need for long term support of
environmental monitoring systems, specifically those related to the understanding of
ionospheric/magnetospheric phenomenology and space radiation effects. It is well understood that
the program-related areas for such basic research includes both communications and navigation but
the support for surveillance functions and various exploitation icenarios is not as well advertised.

Basic research carried out by various government laboratories in support of long-termrequirements in specified C31 areas is encouraged, to ensure tnat relevant breakthrcughs in the

physical sciences are exploited to provide new or improved techniques. In addition to research in
the broad field of physical electronics, equally important research is underway in the areas of
electromagnetic wave propagation and solar-magnetospheric-ionospheric research. The effects if the
icnosphere on electromagnetic wave propagation are not limited to the lower frequency bands, but
extend in the form of scintillations to frequencies used by communication satellites and
transionospnericf radar. Other effects such as spacecraft charging and satellite drag are also
important system constraints for space systems and are being pursued at this basic research level.
Some examples of relevant basic research programs in these areas are cited below. Together a
generic description:

3.1 ionospheric Research - There is a reed to fully understand how to relate ionospheric
influences to the oesign and operation of communication, navigation, and surveillance systems.
This implies support for a compl~te research program which is aimed toward describing the
ionosphere's total behavior beginning with the solcr energy input and ending with the ionosoheric
response which ultimately controls radio propagation. A basic understanding of ionospheric
dynamics is crucial to predicting the oerformance of both operation3l and conceptual systems.
However, it is often not productive to a~tempt to relate ionospheric research to a particular
system or even a frequency band because the same ionospheric phenomena is often responsible for
oerformance degradation of quite different systems. It is considered more aopropriate to study the
ionospheric processes fron, a physical viewpoint. On the other hand it is imperative that the basic
researcher be cognizant of the problems encountered by specific systems. In this way he may
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transition his basic research ideas more efficiently and may provide more useful guidance to the
system designer. It is remarked that many basic researchers are involved in exploratory and
advanced exploratoiy research. This may be a pre-requisite for success.

Current programs are aimed at a better understanding of solar-magnetospheric-ionospheric
interactions over the entire solar spectrum from x-rays to radio waves; the interplanetary magnetic
field; the propagation of particles and waves; ionospheric chanqes with time; and ionospheric
reaction to various natural and man-made perturbations. Once these phenomena are sufficiently
understood system designers will be able to take full advantage of the environment to produce more
reliable, more efficient systems. For operaticoal systems, timely forecasts and assessments of
propagation conditions based on inputs from rea.l-time ionospheric systems and solar observing
stations it essential.

3.2 Magnetospheric Research - Programs to study the spatial and temporal distritution of energetic
particle fluxes, and tei-rcorrelation with various measures of solar activitv and ionospheric
phenomena is underway. Trapped and precipitating particles, and electric fields which may energize
ambient charged particles in the magnetosphere are being investigated. The results of these
studies are required to determine the ion motions in the magnetosphere rnd the configuration and
intensity of field aligned currents which link the source region in the maqnetosphere to the
ionosphere. The work is essential to understand and possibly predict iornospheric disturbances at
high latitude.

3.3 Interplanetary Field and Solar Wind Research - The sun's atmosphere expands outward into space

continuously to envelop the earth and other planets with the region between the sun and the earth
characterized by its magnetic field. The sun's atmosphere is a fully ionized gas whose out-yard
expansion produces the solar wind Anich directly modulates all radiation impinging on the earth.
Extensive observations of the solar wind have been made near the earth and although its general
properties are well established the plasma parameteis fluctuate greatly with time and position.
Presumably the gross fluctuations reflect changing conditions on the sun, but an appreciable
fraction of them are generated by dynamic processes within the plasma itself. Satellite
observations and theoretical studies are continuing to provide the necessary scientific base for
r '.iable forecasts of ionospheric perturbations.

3.4 Solar Radiation and Magnetic Field Research - The driving force for all natural ionospheric
activity is the sun, and theoretical and experimental research is being conducted to determine the
gross dynamic motions on the solar surface using outical and radio techniques. While the physics
of the sun, per se, is not a primary concern of these programs it is intrinsical.y included in the
attempt to trace the effect of the sun's input to the interplanetary mediun and the impact of its
radiation and plasma flow on the terrestrial atmosphere. The aim of this work is to identify those
centers of solar activity that give rise to flares capable of significantly affecting radio
transmission on the earth. This requires the study of mechanisms for the production of x-rays, UV
and n.Yrgetic particles, as well as the intense magnetic fields characteristic of flare activity.

3.5 Proa ation Studies - Various research establishments are currently involved in direct
monitoring or solar-driyen perturbations on the communication channel through observation of the
amplitude and phase scintillation imposed on satellite signals. Data at VHF, UHF and L-band are
obtained and analyzed for determination of first order signal statistics and for refinements in the
knowledge of the geomorphology of scintillation producing regions. The ultimate goal is to derive
a suitable model of amplitude and phase scintillation for use in prediction of events using readily
derivable and accessible parameters as the driving functions. Currently there is inadequate
understanding of the scintillation problem from a point-of-view of basic physics although
considerable progress has been made in the numerical simulation of the processes thought
responsible for scintillation over the magnetic equator. Progress has been made in explaining high
latitudes effects as well.

Recently renewed interest in the WF band for cormfrrnication has stimulated more experimental
"studies tieo to improvement in HF channel assessment. Because the IF band is strongly affected by
the ionosphere, remote sensing instruments which use ,-F are excellent diagnostic tools. Various
space experiments are envisioned upon activation of the space shuttle. Experiments involvina
ELF/VLF/LF transmissions are continuing and emopnasis is being directed toward the
interaction/generation of this band of frequencies with a m'odified ic.'osphere.

4.0 uperational Systems Which Basic Research Will Support

Any system which requires the transmission of an electro-magnetic signal t or under the
ionospherb may be affected by changing envirormental conditions in the ionosphere Lon range
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communications, over the horizon riders, end navigation systems are the most sensitive to chaning
ionospheric conditions. However, satellite-borne systems in the Laf/SI' frequency range are by no
means safe from degradation or disruption as a result of scintillation problems. Even cduring
apparently benign solar activity conditions, ionospheric scintillation may be an Important factor.

4.1 Cotmmuications Systems - are vital to the success of various DOO missions. They transfo.r a
collection of units or moving platforms into an integrated weapon system and permit the commitment
of this weapon system as a cohesive and credible element of national policy. Even with many
billions of dollars invested in communication systems, the total system is not totally adequate for
either the needs of national command policy or the efficient operation of the services. It is
unreliable, slow and prone to errors. It is neither totally secure nor covert, and is susceptible
to jamming. Future SATCOM systems operating at EWf may partially resolve this problem. However Wf
will continue to operate as a back up for long haul communications and will be employed for
intra-task force communications. Further Wf will be important in the surveillance in the world ror
some time to come. The futility of developing fully self adaptive systems over uncooperative links
dictates that ionospheric effects will be a major contributor to communication ineffectiveness.

4.2 Navigation Systems - The OMEGA navigation system operating in the VLF band is sssentially
propagatinh lrimited.The system-operates in the hyperbolic mode in which phase differences are
measured between signals received from various pairs of transmitters eliminating the need for
precise time at the receivers. Normal fix (RMS) error is 1 nautical mile however perturbations
caused by ionosoheric disturbances can raise the fix error by an order of magnitude which Is
unacceptable for both peacetime and wartime operations.

The existing Navy TRANSIT Navigation satellite with an unperturbed fix ac.auracy of 1/2 nautical
mile has registered errors of up to five (5) nautical miles during disturbed solar conditions.

The NAVSTAR/GPS constellation was planned to be a group of twenty-four satellites (8 satellites
in three orbital planes) the purpose of which is to provide precise time and ranging data to
users. The cealed-down version will contain 18 satellites in the constellation. Ionospheric
compensation (with respect to group-path-delay error) is removed by utilization of two closely
spaced L-band frequencies, but L-band scintillation may still present a problem in the neighborhood
of the geomagnetic equator (+ 150) causing system dronouts. Further, single frequency
(disadvantaged) users will also have to compensate for the ionospheric group-oath-delay through
utilization of an appropriate model of the total electron content (TEC).

4.3 Surveillance - Over-the-Horizon (OTH) radars employ either a ionospheric forward scatter
(rece•v-er iK-_s7 front of the. transmitter) or backscatter (Dart of the target reflections bounce
back to the combined receiver/transmitter site) mode. Operating in the WF band these systems arm
vulnerable to icnospheric variations and these variations seriously degrade their usefulness both
for fleet defense or for measuring ocean surface conditions in real-time at ranges fLa, 6•.) to 2200
nautical miles.

IF directly, finding equipment is clearly affected by the ionosphere. Travelling ionospheric
disturbances produce angle-of-arrival (AOA) errors not only following magnetic storms but also at
unexpected times. Day-night ionospheric (tilts) effects are well known.

5.0 Environmental Effects/System Deficiencies by Frequency Band

5.1 ELF Frequency Band (30-300 Hz)

5.1.1 Backaround - The ELF band is of much current interest, because it is proposed to operate a
communications system in this band to provide one way radio communications primarily with
submaiines cruising at patrol depth anywhere in the world. It is proposed to operate the system on
frequencies between 40 and 80 hertz. CLF is relatively unaffected by nuclear bursts.

5.1.2 Deficienc - Energy in this band propagates in an effective parallel-plate wave gu'dc, whose
lower boundafy is the earth's surface and whose upper boundary is the D and E regions of the
iononspoere. This thper boundary is susceptible to large scale ionospheric Irregularities and
anisotropy due to the geomagnetic field and diurnal effects such as

BI-OIRFCTIONAL PROPAGATION (long/short path interference)
Geomagnetic non-reciprocity
Day-night asymmetry
Trmnsequatorial paths (dark path irregularities)
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IMULTI-LAYER RESONANCE EFFECTS
Anomalous high attenuation (due to standing waves set
up above the nightime D and lower E regions)
Dispersion

IONOSPHERIC DISLCNTINUII IES
Height changes at twilight zone
Intereosed conducting layers such as Sporadic E
Solar and nuclear perturoations

NORTHERN LATITUDE PHENOMENA
Solar x-ray flares
Solar charged particle fluxes
"PCA Events (increased attenuation)
-magnetic Storms

5.1 3 Scientific Needs - Specification of D-region ionosphere parameters are needed; electron
density, neutral density, and atmospheric composition. Relationship of D and E region parameters
to geophysical phenomena. The importance of Bremsstrahlung in low altitude ionization production
and the geomagnetic late time effect produced by particle precipitation from the magnetosphere
needs to be explored.

5.2 VLF BAND (3-30 KHz)

5.2.1 Background - The VLF band is of major importance of DoD for communications and navigation.
The VLF radio system to submarines has good availability and adequate capacity but it does not
permit submarines to operate at optimum depths and speeds while communicating. The VLF navigation
system, OMEGA, is a world-wide system which can provide a geographic position fix to aircraft,
ships, including submerged submarines with a RMS fix error of 1 nautical mile.

5.2.2 Deficiency - Degrading effects on communication are due to changes in signal attenuation,
phase, and phase rate brought about by perturbations in the propagation medium. For acceptable
communications there must be enough stability in the transmission medium from one information pulse
to the next.

In the navigation use deviations from the assumed earth-ionosphere waveguide will cause phase
deviations from the predicted values resulting in fix errors up to over an order of magnitude (10
nautical miles) over the unpei urbed condition.

VLF oisturbances consist of sudden phase anomalies which occur simultaneously with the visible
flare and are caused by solar x-rays and result In sudden increase in phase velocity and change in
amplitude of the signal due to increased ionization below the normal D region. Polar ,ap events
occur from a few minutes to hours after some larger flares and are caused by protons (and possibly
heavier particles) precipitating into the high latitude ionosphere causing increased ionization
below the D region. These are predominately daytime effects and may result in phase and amplitude
changes. Magnetic storms are characterized by a sudden commencement 1-2 days after a solar flare
(but many do not appear flare related). Effects at mid-latitudes affect the phase and amplitude of
the signal.

5.2.3 Scientific Needs - Need to understand the dynamic behavior of the Ul region in oyler to
"predict its behavior. Excellent matnematical tools exist for modelling VUF prooaoal , the use of
which requires specification of D region parameters which are inadequately knowrn r- niesent.
Specification of electron density, neutral density and atmospheric composition Is needed as well as
innization mechanisms and acceleration mechanisms of particles precipitating -'io the magnetosphere.

5.3 MFIHF BAND (300 KHz - 30 MHz)

"5.3.1 Backgrond

Communications - The use of high-frequency radio links as a principal element of the Navy
Communication System will be required until at least 1990 because satellite systems of sufficient
capacity will not be available until that period. Even after 1990 some residual capability must be
retained as a backup system and for communication with allied navies. Because of satellite
vulnerabilities just now being illuminated and because of the cost of space assets, HIF may have a
signifirant role in the future Dod communication architecture. The two greatest liabilities of the
current WF radio system are the poor availability (about 65% t ease with which an enemy can
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locate U.S. ships by long-range HF direction-finding. Furthermore with the greater utilization of
SATCOM the hands-on expertise for making HF communications work properly is gradually eroding.

Surveillance - Over-the-liorizon-Detectlon radars utilize the processes of ionospheric
reflection. System operation depends on either ionospheric forward scatter (the receiver lies in
front of the transmitter) or the backscatter process (Dart of the target reflections bound back to
a combined receiver/transmitter site). Backscatter OH systems are more effective. Because the
returning target signtL is submerged in the scatter return of the surrounding target area, high
transmitted power, pulse colng, and advanced data correlation are required. Since most targets of
interest have higher vel'ocities than their surrounding environments, doppler shifts on the order of
a few Hz are of prime interest. The key to successful employment of this system concept is
real-time knowledge of ionospheric characteristics over the search path, which can involve any
number of great-circle pat,. thousands of km long, some of which traverse the polar regions and
the auroral zones.

5.3.2 Deficiency - The HF band is by far the most sensitive to ionospheric variation' due to solar
disturbances since it requires all layers of the ionosphere for propagation. ý:iary reflection
occurs in the E and F regions with the D region acting as a variable etttnuator.

There are several quasi-global disturbance oheno'..t-a that can degrade long-range HF systems.
Three types are:

Very short term Sudden frequency deviation (SFD)
ShorE term Short-wave fade (SWF) or D-region cnhancement
Long term Ionospheric 3torm and PCA

Sudden Frequency Deviation (SFP) - is an impulsive deviation in the fr'iuenc/ of radio waves
Ieflected from the F-regioin, oft• theonosphere. This phenomenon is caused uy ionization
enhancements in the upper D, E, and F. It is characterized by a sharp peak deviation and a decay
back to zero deviation. The duration is approximately 15 minutes and is coincident with event
onset. This frequency deviation could produce false targeting on OTH radars depending on system
gating and correlation settings.

Short Wave Fade (SWF) - A short-wave fade is a decrezsc or luss in signal strength of radio
waves, caused by increased absorption to x-ray enhancement in the D-region and the lower E-region.
Onset is in close coincidence with the solar eruption and the effects can last from several minutes
to several hours, depending on the magnitude of the x-ray burst and the HF frequency of operation.

Ionospheric Storms - The ionospheric storm is a long-term phenomenon resulting from a
disruption of the earth's magnetic field by particles (electrons and protons) ejected from a solar
flare. Onset can be anywhere from 8 to 48 hours after a solar event and primarilv affects the
upper F-region. It is characterized by degraded WF radio propagation, high latitude radio
blackout, and sporadic E. The effects can last anywhere from 8 to 72 hours. At high latitudes,
ionospheric storms create such phenomena as auroral displays ano PCA events.

Polar Cap Absorption (PCA) - The PCA is a result of high-energy particle infl'jx from a solar
event and is evidenced by enhanced absorption of radio waves in the polar regions. The PCA starts
from 1-4 hours after the solar event and can last from 1-3 days.

5.3.3 Scientific Need - There exists today gaps in the current state of the knowledge in defining
certain ionospheric constituents, ionization, recombination and transport processes. Although
theories abound, few nave been rigorously tested experimentally. Specifically some of the areas
where a definite lack of knowledge exists include:

(a) ionosph,.ric winds and large scale motions,
(b) aurora! to midlatitude and equatorial coupling,
\c) E and F region interactions,
(d) P-region constituency and recomoination rates,
(e) F-region dynamics curing ionospheric anol geomagnetic storm disturbances,
(f) the formation of F-region irregularities,
(g) E and F-region P,.Wllng,
(h) ionospheric and magnetospheric copling,
(i) solar flare mechanisms and prediction,
(j) Ionospheric Irregularity characteristics.

Various propagation prediction models are now being improved to allow for update. These models
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provide for quasi-real-time prediction/forecasting of the optimum frequencies for transmission over
cooperative links. However, ionospheric turbulerce is inadequately described by these models and
approaches. The presence of Spread-F and large scale irregularities are difficult to account for
and introduce uncertainties. There is a need to improve our understanding of the ionospheric
properties which are important in wideband IF as well as narrow band systems.

5.4 UHF/SHF BANO (300 MHz - 30 GHz)

5.4.1 Background - 9eyond-Lire-of-sight radio communications among surface forces and aircraft can
be achi eve by means of UHF/SýF communications satellites and/or high-altitude UHF communication
relays.

5.4.2 Deficiency

Scintillation - The occurrence of irregularities in the ionization distribution in the
ionosphere has been known since the advent of ionospheric radio sounding techniques in the 1920's.
THe early observations were n the form of a spreading and smearing of the F-region reflections
tecorded by an ionosonde, which led to terminology, "spread F", now classifying this phenomenon.
More recent observations from satellite-borne experiments, and satellite beacon monitoring have led
to the conclusion that irregularities may occur anywhere within the ionosphere but are most
prevalent at F-region altitudes in the equatorial and polar-auroral zones.

The irregularities that form in these spread-F zones are typically severe enough to have a
detrimental effect on any system depending upon electromagnetic-wave propagation off or through the
disturbed regions. The growing use of satellite-borne instrumentation for navigation and
communication networks necessitates a better understanding of the gross dynamics of the
irregularity zones and the intrinsic characteristics of the irregularities themselves.
olnospherically-caused scintillations imposed on satellite transmissions will need to be considered

in the design of future satellite systems especially if operating through the equatorial regions
(+ 2 0 0) and in the auroral or polar regions.

5.4.3 Scientific Needs - Assess the deficiencies in knowledge about ionospheric caused
scintillations, hew they are formed and their relationship to ionospheric conditions. Many
theories have been suggested for the formation of the irregularities and none completely
acceptable. Promising theories for equat, riel scintillation have been advanced and there is an
intriguing relationship between plumes (holes) observed by radar, spread F irregularities and the
position of the equatorial anomaly. mid-latitude effects have not been adequately identified yet
but, collection and analysis of data available indicates that there may be occasional problems in
that region also. Fading caused by equatorial irregularities effects frequencies as high as 6 GHz
or more with fading in excess of 4-6 dB and it is significantly greater at lower frequencies.
There was almost no information available regardirng phase coherence during scintillation until

SWIDEBAND DNA-O02 vas launched. Now the situation has improved considerably. Nevertheless it has
been discovered that pronounced phase scintillation does occur in the absence of amplitude fading.
Variation in propagation time delay due to scintillation sources may be small, but variations in
total electron content at different look angles and at different times probably needs to be
considered in the design of navigation satellite systems. Additional propagation studies of
scintillation effects, particularly in equatorial and polar regions, appear to be needed. This
will require a coordinated program, with observations and analysis. Theoretical development of
strong scatter, as opposed to weak scatter for which there is theory, is also needed to corplement
the extrpolation of experimental data fur system design consideration.

As indicated above, the need to examine scintillation geomorphology or to strive for a
cocrdinated program of assessing competing theories of cause and effect is based upon continued
operations at frequencies at L-Band and below principally. Arguments that effects at UHF (i.e.,
FLTSATCOM) can be controlled by time and space diversity technology are only partially true. To
develop these techniques, and to test their validity under realistic conditions comprehensive
ionospheric climatologies would have to be produced as a minimum. Unless the worldwide climatology
is developed system designs must allow for worst-case Rayleigh fading conditions. It is noteworthy
that oceanic scintillation data is virtually non-existent.

6.0 Conclusion

There is already a need to study the ionosphere and its coupling to the magnetosphere above and
the troposphere below in order to more fully develop the insight required to specify the radiowave
propagation effects introduced by these various media. This venture must be closely coupled to
studies of properties associated with both the sun and the interplanetary medium in order that the
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potential for an adequate predictive and forecasting technology may be realized in full. Current
empirical models of the ionosphere are inadequate except perhaps for system design guidance and
more effort could fruitfully be spent in this area. They are especially poor over oceanic areas
and in zones where experimental observations are sparse. Physical models serve to fill this void
in some instances but they also provide predictions whicn are not useful in most operational
scenarios. In addition, the more sophisticated scientific models - whether they he empirical or
physical in nature - may overburden the computational capacity of the operational 3)I system. As
a result the future trend may be directed toward the development of more simplified ooerGýional
models which may be updated with real-time observables. It is emphasized however that user
agencies must recognize that the scientific models must precede the operational models to fully
identify by relationships involved.

Most of the regular macroscopic features of the ionosphere are reasonably well understood
although certain details remain as perplexing problems to the user community. However, with
respect to short-term prediction or forecasting capability we encounter far more serious
deficiencies and the day-to-day and other short-term temporal variations in electron density
contribute to this. There are also some uncertainties associated with the geomorphology of

_' ionospheric inhomogeneities of all scales although considerable progress hes been made during the
previous decade chrough comprehensive experimental and theoretical studies. In short we may assert
"that the irregular properties of the ionospheie are clearly inadequate for purposes of C3 1 both
from the point of ",ýew of phenomenology and driving or triggering functions. This deficiency
affects both trans-ionospheric and ionospheric-reflected propagation assessment in profound ways.
Te definition of the irregular ionosphere and our ability to predict its impact uoon radiowave
systems in near-real time could be the single most important contrioution in the decade of the 80's.

Programs directed toward modification of the radiowave propagation environment will also
receive basic research attention in the 80's. The implications of this research is not
insubstantial and will be followed with great interest.

XXX
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IONOSPHERIC EFFECTS OF ROCKET EXHAUST PRODUCTS - SKYLAB AND HEAO-C

J. Zinn, C. D. Sutherland, L. M. Duncan, and S. N. Stone
University of California, Los Alamos Naticnal Laboratory

Los Alamos, UM 87545

ABSTRACT

This paper is about ionospheric F-layer depletions produced by chemical reactions with exhaust
gases from large rockets. It describes a 2-dimensional computer model of the ionosphere, and it
compares model results with experimental deta on the structure and variability of the natural
ionosphere, as well as data on ionospheric holes produced by the launches of Skylab (May, 1973) and
HEAO-C (September, 1979). It also describes measurements that we made in conjunction with the HEAO-C
launch, in cooperation with several other experimental groups.

The computer model includes an approximate representation of thermospheric tidal winds and E
fields in addition to vertical motions associated with diurnal changes in temperature. The computed
ionospheric structure is sensitive to all the above. For a small number of cases, we compare results
of computations of the normal diurnal variations of ionospheric structure with incoherent scatter and
total electron content data.

Computations of ionospheric depletions from the Skylab and HEAO-C launches are in satisfactory
agreement with the observations. The winds appear to be essential for interpretation o^ the Skylab
results.

INTRODUCTION

The main purpose of this paper Is to describe a new computer model of the mesosphere,
thermosphere and ionsophere, and to compare some computed results with experimental data. We
developed the model with certain experimental data in view, and adjustable parameters were adjusted
to fit. Then, to the extent that the computations and the data agree, our description of the physics
and chemistry in the model may be equivalent to a description of the controlling physics and
chemistry of the phenomena observed. If this is true, it is gooa. Moreover, the values that we
establish for the adjustable parameters may be equivalent to a determination of those parameters,
which are not otherwise known.

The model was developed in the course of a study of ionospheric depletion effects of large rocket
launches through the F layer. For that studly it was necessary to treat the chemistry and diffusion
of neutral species, as well as ions, as integral parts of the interactive problem. Moreover, a time-
dependent two-dimensional or three-dimensional model was required. Ours is two-dimensional with a
one-dimensional option. This paper describes a set of one-dimensional computations of the prelaunch
ambient ionosphere and of the ionospheric effects of geomagnetic storms. Also included are two-
dimensional computations of F-region hole formation from the launches of Skylab I and HEAO-C.

The first observation of a large scale ionospheric hole produced by a rocket launch was reported

by Mendillo et al. (1975), and occurred with the launch of Skylab I in May 1973. We performed and

reported a number of 2-D model computations of this event (Zinn and Sutherland, 1980a, 1980b, Zinn et
al., 1980c); however, the main intent of this paper is to describe subsequent more detailed computa-
tions of the normal ionosphere, which have led to a better description of the state of affairs prior
to the Skylab launch. Two-dimensional computations of the Skylab and HEA0O-C launch effects will aiso

be described.

The data reported by Mendillo et al. consisted of total electron content (TEC) measurements,
primarily from the Sagamore Hill Observatory at Hamilton, MA, on a line of sight to the
ecommunications satellite ATS-3. Data from other stations and other lines of sight were also
reported. It was noted by Mendillo et al. chat a major magnetic storm commenced on May 13, the day
before the Skylab launch, and the ionosphere was in the recovery phase on May 14.



In our first attempts to model the F-layer depletion produced by the launch we discovered that
the ubservations seemed to require the presence of a southward-blowing wind that carried thu exhaust
gas cloud out of the several obs.ervational lines of sight of the TEC measurements; othe-wise the
duration of the depletion would have been much longer than observed. Having said that, however, we
felt some compulsion to account in detail for the probable wind components involved, along with the E
fields and other transport processes.

In this paper wt describe the model and our efforts to treat ti'e special phenomena associated
with the May 13-14 geomagnetic storm. Section II gives the general outlines of the model. Section
III contains comparisons of computed results with data and a discussion of things that the
comparisons may have taught us about thermospheric convective mixing, magnetio-storm-dri':en winds,
and electron temperatures. Section IV descr) es the two-dimensional computations of Skylab and
HEAO-C.

THE COMPUTER MODEL

The computer code uses a two-dimensioral array of Eulerian mesh cells in Cartesian coordinates, x
horizontal (in the goemagnetic meridian plane), and z vertical. The range of z normally extends from
50 to 1050 km, using 15 logarithmically spaced mesh layers. The range of x is specified for each
problem, usually 500 to 2000 km on either side of the rockez trajectory plane. There are 21 discrete
mesh colunns in x, for a total of 21 x 15 = 315 cells.

Conditions are assumed to be uniform in the third Cartesian direction (y). For this reason, the
code is best suited to problems where the launch plane is perpendicular to the magnetic meridian
(x,z) plane.

The model includes the following physical and chemical processes.

A. Chemistry
The code integrates the chemical/photochemical kinetic equations for 30 individual chemical

species in each of the 315 cells. The chemical and photochemical rate coefficients in each cell are
periodically recomputed as the temperatures and solar zenith angles change.

B. Solar Radiation, Scatter UV, Cosmic Rays, and Precipitating Electrons
The nominal spectral intensity of sunlight, for quiet solar conditions, in each of 81 wavelength

bins, is stored within the code. Attenuation of the solar radiation in each wavelength bin at each
of the 15 altitudes, due to absorption by 0, 0 , N,, CO2 , 3nd 0 , is computed from the computed
concentrations of those species and the compute• so'ar zenith ankles The attenuation algorithm
allows for the sphericity of the earth and the altitude-dependent times of sunrise and suinset. The
rate coefficients for photodissociation, photoionization, and photoexcitation reactions are computed
from the computed spectral intensities folded with the tabulated wavelength-dependent cross sections.

Other iontzation source terms are included in the model to simulate the effects of cosmic rays,
precipitating Van Allen electrons, and scattered He 304-A, Lyman a , and Lyman a radiation in the
night sector.

The basic input table of solar spectral intensities is a composite of data from Ackerman (1971),
and Heroux and Hinteregger (1978), and represents a condition of low solar activity. Recent EUV data
by Torr et al. (1979) indicate a significant increase in intensity after the onset of solar cycle 21
for wavelengths shorter than 1050 A. The computed photoionization frequencies show a corresponding
increase, almost in direct proportion to the measured 10.7-an microwave flux. On the basis of these
data, we have elected to scale all photoionization coefficients computed with the standard spectrum
in proportion to the 81-day average 10.7-an flux, which we specify as an input constant. The same
scale factor is applied to N2 photodissociation rates.

C. Diffusion and Transport
Diffusion rates are computed for each neutral species under the influence of gravity, for assumed

conditions of steady flow, including advection by the neutral winds. Molecular diffusion and eddy
diffusion are included as physically distinct proceases. The ions and electrons are transported with
a separate algorithm that represents the effects of electrostatic and v x B forces in addition to
gravity and collisions with the neutral atmosphere. The electrostatic field components are computed
sel f-consistently.

Collision frequencies and molecular diffusion coefficients are computed for each species a-
functions of altitude and time, using formulae given by Banks and Kockarts (1973) (Vol. A, Chapt. 9).

D. Temperatures
The array of neutral gas tmperatures, functions of altitude and time, is generated with the

formulae prescribed by Hedin et al. (1977). The latitude, time of year, solar 10.7-cm flux, its
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81-day average, and the geomagnetic a index are specified as input parameters, in addition to the
altitude and time of day. The chemieal rate coefficients, diffusion coefficients, collision
freque.',cics and vertical wind velocities are computed from these temperatures.

The model atmosphere expands and contracts in response to the changing temperatures. The
computed F-layer ionization profile is very sensitive to this process, since it affects the height
distribution of N2 and 02 molecules, which affects the rate of destruction of Oe ions.

Electron and ion temperatures are generated with a set of algorithms that relates them to the
neutral temperature, neutral molecular concentrations, and electron concentrations.

A major part of our task has been in the development of the self-consistent plasma transport
algorithms. It is beyond the page limitations of this paper to include the equations. They will be
described elsewhere.

Another major task was to arrive at a set of eddy diffusion coefficients consistent with known
thermospheric composition data. Ultinatelp, we arrived at a very simple formulation with a constant
eddy diffusion coefficient of 3 x 10 cm /s at all altitudes; however, special modifications are
required for periods of strong geomagnetic activity.

E. E Fields and Horizontal Winds
Seasonal and tidal wind velocities are generated as functions of altitude, time of day, latitude,

season, and solar activity, based on published models calibrated against experimental observations
(Volland and Mayr, 1973; Forbes and Garrett, 1976, 1978; Garrett and Forbes, 1978; Roble et al.,
1977; Harper, 1979; Amayenc, 1974). The neutral winds affect not only the drift and dispersal of
contaminants in the ionosphere, such as rocket exhausts, but, through v x B forces, they exert an
important influence on the vertical distribution of ionization and its normal temporal variatione.

The plasma also drifts in response to E fields. The E field data are derived from a computer
code supplied by A. D. Richmond et al. (1960), based on incoherent scatter measurements of
ionospheric drift motions.

F. Geomagnetic Storms
Special parameter modifications are requirea for periods of large geomagnetic activity. Thermo-

spheric temperatures are increased as describeo 'y the model of Hedin et al. (1977), which is
included in our model as a subroutine. Enhanced equatorward and westward winds are developed (Miller
et al., 1979; Mayr and Hedin, 1977; Blanc and Richmond, 1980). We represent these incremental winds
as a quantity proportional to the a index, depending also on altitude and geomagnetic latitude. The
mixing of heavy and light atoms a~d molecules is enhanced (Jacchia et al., 1976; Mayr and Hedin,
1977; Blanc and Richmond, 1980). We represent this effect by enhancing the thermospheric eddy
diffusion coefficient by an mount calculated from the Jacchia et al. (1976) data.

ONE-DIMENSIONAL COMPUTATIONS AND LTA COMPARISONS

1. Midlatitude Ionosphere, May 12-14, 1973
Skylab I was launched on May 14, 1973, Total electron content data for the month of May 1973,

recorded at the Sagamore Hill Observatory, Hamilton, HA, were published by Merdillo et al. (1975),
showing the normal day-to-day ionosphetic variab£1

ity, the effect of the May 13-14 magnetic storm.
and the effect of the Skylab launch. Ionosonde data were also reported for May 14.

Because of our interest in the Skylab launch effects, we made a concentrated effort to model the
ambient ionosphere for the location and time of the Skylab F layer traversal "May 12-14, 1973; lati-
tude 38°N, longitude 70.5*W). We computed the expected regular variations of the ionosphere and
thermosphere for the "normal" 48-hour period between 1200 EST on May 11 and 1200 EST May 13, followed
by a 24-hour geccaagnetIc storm period commencing at 1200 hrs May 13. The solar activity indices at
this time were relatively low (F = 87.4 and its three-solar-rotation- average V 1 I01.8).
The magnetic activity indices priaP'o the storm were moderate; A _ 14 for the precelekg 24 hours.
With these parameters, the MSIS temperature model produces locaf exospheric temperatures T., which
vary between 832*K at midnight and 962°K at noon.

A set of computed concentration profiles for neutral constituents at noon on May 13 is shown in
Fig. 1. The 0, N2, 02, and Ar profiles are in excellent agreement with those generated by the NSIS
model (Hedin et al., 1977a). The H concentrations are lower than the MIS values by a facto., of 2;
the He concentrations are high by a factor of 2. Computed ion concentration profiles for the same
time are shown in Fig. 2.

Figure 3 shows e set of computed total electron content vs time plots for the 44 hour period 0000
hrs EST May 13 through 2000 hrs May 14, not including the effect of the Skylab launch. The TEC data
for the same period, recorded at the Sagamore Hill Observatory in Hamilton, MA, for the ray path to
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satellite ATS-3, are also shown. Values of the geomagnetic a index for the same period are plotted
at the bottom of the graph.

The computed TEC vs time values agree moderately well with the measured values prior to the time
of the Skylab launch. The data show a considerable variability with time, which correlate to some
degree with the variations of the a index. The computed TEC curves show similar trends, suggesting
that we have chosen a reasonable %odel for representing the effects of magnetic activity on the
ionospheric composition.

In this model a large number of parameters can be regarded as given, based un published data. A
smaller set of parameters are variable - i.e. not available directly as published data, but subject
to our adjustment to produce the best possible agreement between our computed results and an
aggregate of ionospheric/thermospheric composition datL. Quantities that are given include the
chemical/photochemical rate coefficients, collision cross sections, the solar spectrum, the neutral
temperature profiles. geomagnetic-quiet-time wind profiles and E fields, geomagnetic activity
"indices, and solar 10.7 a1 flux. The mesospheric eddy diffusion coefficient was also regarded as
given, equal to 3 x 10 cm /s.

The assumed flat profile of the thermospheric eddy diffusign coefficient was arbitrary. The
magnetic-quiet-time value was defined arbitrarily to be 3 x 10 cm/s, the same as the mesospheric
value. This value is not inconsistent with NSIS neutral composition data. The degree of variability
of the thermospheric eddy diffusion coefficient with magnetic activity is expressed through a fit to
published Esro satellite neutral composition data (from Jacchia et al. 1976).

The geomagnetic activity influence on meridional wind profiles was also regarded as adjustable,
through a constant of proportionality connecting the wind increment to the geomagnetic a index.
This proportionality constant was adjusted to fit the magnetic storm TEC data. P

No published models of electron temperatures are available. We generated our own T algorithm,
based on data by J. V. Evans, 1973 and R. N. Harper, 1980, coupled with obse:vations o? night-time
and twilight ionospheric electron content. No special variability of Te with magnetic activity was
assumed, other than that which enters through the neutral temperature variation, described through
the MSIS model.

It is well known that ionospheric electron concentrations are influenced strongly by the ratios
of concentrations of atomic oxygen to N and 02 in the regions where electron concentrations are
large. In our model these concentrations 2ratios , at given thermospheric altitudes, are controlled by
the neutral temperatures and also by the relative magnitudes of eddy and molecular diffusion
coefficients. The altitude of the F2 peak and the degree of physical overlap between the
ion/electron populations and the molecule populations are also influenced by the meridional winds,
the east-west electric field, and the electron temperature. Hence, tht electron concentrations are
sensitive indicators of several processes about which there is a dearth of quantitative information.

SIf correctly interpreted, measured electron density profiles can furnish useful data about those
processes.

To date we have examined only a limited set of data, and obtained useful but limited information.
Obviously, a broader range of data must be examined. At this stage we are optimistic that the
computer model Is performing well, and that it will be a useful tool for the study of ionospheric
processes.

ROCKET LAUNCHES AND TWO-DIMENSIONAL MODEL COMPARISONS

As first enunciatec by Mendillo et al. (1975) the plasma depletion effects caused by powered
flights of rockets through the F2 region arise as the result of charge exchange reactions of H..0 and
H,, the main rocket exhaust species, with 0+, the normally dominant ion species. These reabtions
p~'oduce primarily H 0 +, H 0 + and OH1' ions, which recombine rapidly with electrons, reducing the
overall electron/io• conoentrations. The recombination rate coefficients for electrons with
polyatomic ions are some five orders of magnitude larger than for electrons with 0+.

The data of Mendillo et al. (1975) showed a 50% reduction in TEC over a region some 1000 km
across and persisting for at least four hours. In the burning of the Saturn V second stage engines
same 1031 exhaust molecules were emitted. This would have been sufficient in principle to remove all
the F layer ions over a region some 104 k across. The mitigating factor is gravitational settling,
which removes many of the molecules from the F layer before they can revet. The number of ions
removed is determined by the competitive interaction between lateral diffusion, which brings the
unreacted exhaust molecules into contact with more surviving 0+ ions, and gravity, which removes the
mo] ecules.
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Our initial model computations of the Skylab effects did include these processes, and did lead to
an ionospheric hole about 1000 kam across. However, in the computations the hole survived past
sundown and through the night, i.e., much longer than the four hours implied by the data. The
difference was attributable to thermospheric winds, which carried the exhaust gases out of the
instrumented lines of sight. Zinn et al. (1980a,b,c) showed results of computations with winds
included, which agreed reasonably well with the Mendillo et al. data. We are currently in the
process of running computations with a more detailed wind model that includes the effects of the May
13, 1973 magnetic storm.

Similar F2-region depletion phenomena occurred with the Atlas-Centaur launch of satellite HEAO-C
in September 1979. By that time ionospheric researchers were aware of the phenomena to observe, and
somewhat organized through the efforts of Mendillo et al. (1979). As a result, a large number of
observations were conducted. Some were reported by Mendillo, Rote and Bernhardt (1980). Our own
efforts included incoherent scatter measurements from Arecibo, PR, airglow measurements from the
Florida peninsula, and computer model predictions, furnished in advance to participating observers.

In the case of HEAO-C *he launch occurred at night, and a very pronounced ionospheric hole was
formed. The electron column density was reduced by a factor of from 5 to 10 for about 5 I,.urs,
recovering at sunrise. Tne size of the hole was about 600 km in the cross-trajectory direction. 'lI
6300 A airglow reached an intensity of 20 kilorayleighs and could be photographed with an unfiltered
camera. The observations were in rather good agreement with computer model predictions (Zinn et al.,
1980c).
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ROCKET EXHAUST EXPANSION AT HIGH ALTITUDES AND IONOSPHERIC HOLES
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ABSTRACT

High altitude releases of certain molecules in booster rocket exhausts are knmwn to deplete
electron concentration in the ionosphere d'amatically. Thase effects are exhibited in recent
Faraday rotation measurements for the HEAO-L launch from Cape Kennedy on September 20, 1979 and the
NOAA-B launch from Vardenberg on May 29, 1980, in which total electron content dropout responses to
the booster rockets ere evident. The early time development of the ionospheric holes in these data
is a proving ground for mathematical models of rocket exhaust expansion in the ionosphere. A
kinetic model for this expansion, appropriate for releases at high altitudes, is reformulated In
terms of coupled irtegral equations of the second kind. These equations are obtained from the
Boltzmann equation with a collisional relaxation model which allows for =restricted temperature
and velocity diffe-.ences and satisfies the appropriate conservation conditions for particle number,
momentum, and enex.gy. The results are discussed and compared with previous work. Computational
strategy is indicated.

INTRODUCTION

Extraordinary ionospheric effects are induced by the introduction of roc'et exhaust molecules
at high altitudes during the laut.h of space systems. The well-known SKYLAB effect, as
investigated by Mendillo, Hawkins, and Klobuchar [19751, is a case in point. In this study Faraoey
rotation data for times including the SKYLAB launch were used to characterize the induced electron
depletion region (i.e., ionospheric "hole") and to help identify the essential chemical mechanisms
responsible for it. Booster rocket emission of such molecules as H2 i and H2 in the upper
atmosphere, say above 250 km where monatomic species are dominant, ircreases the orobahility of
electron loss dramatically. Radiative reconbination of electrons with ambient 0+ ions, the usual
loss process for electrons at high altitude, is orders of magnitude less efficient than
dissociative recombination of electrons with such molecular ions as H20+ and H2 + which are formed
by charge exchange collisions of rocket exhaust molecules with 0+.

Another opportunity to observe such chemical modification of the ionosphere [Mendillo,
Baumgardner, and Klobuchar, 1979] was provided by the HfAO-C launch from Cape Kennedy on 20
September 1979. As in the preceding case, this launch burned within the F-region. This time,
however, the launch was nocturnal. Coordinated experiments by several institutions were carried
out to characterize the HEAO-C ionospheric hole and observe its effects on HF propagation paths.
Preliminary results of these experiments were presented at a "HEAO-HOLE" workshop/symposium in
Nnvember, 1979. These results have been summarized recently (Proceedings, 1980 a,b], [Mendillo,
Rote, and Bernhardt, 1980). The HEAO-C results will certainly assist the evaluation of
environmental influence of booster rockets, e.g., for the proposed Solar Power Satellite program
and for the Space Shuttle. They will also help the mathematical model development for description
of the ionospheric hole dynamics, which is the subject of the present article.

Part of NRL's involvement in the HEAO-HOLE experiments [Proceedings, 1980 a,b) was the
measurement from Bermuda of the Faraday rotation of VHF signals from the geostationary satellites
ATS-3 and ATS-5, which were located at azimuth angles 2310 and 1870, respectively, with respect
to Bermuda. The eastward Centaur booster rocket trajectory passed under the raypaths associated
with the VHF transmissions from these satellites, passing as close as 47 km to the ATS-3 raypath
and 220 km to the ATS-5 raypath (to the receiver). The measurements enabled a determinatJ-n of the
total electron content (TEC) time profiles associated with these raypaths. TEC dropout reseonses
to the boostel rocket perturbation were dramatic, and these depletions lasted until sunrise. The
early-time development of the ionospheric hole, i.e., the first ten minutes or so after the onset

8

I-I

,



of TEC reduction, is particularly detai I these results (Redlly et a!, 1981). This is the
"hole formation" phase, dur'ng which time Le rocket exhaust has expanded out to the raypath and is
chemically removing electrons along it. Other processes which affect electron concentration along
the raypath tend to occur on a substantially longer time scale. Hence, the early-time TEC
reduction edge data is a proving ground for mathematical models of the rocket exhaust expansion,
given the relatively well understood recombination chemistry. Recently, Zinn et al [19801 have
employed their computation model to simulate the Bermuda TEC reduction edge results., Their model
for the ionospheric hole dynamics is apparently two-dimensional and includes rocket exhaust
expansion as thermalized mutual diffusion, augmented by an initial ballistic expansion regilme.
Their results for the ATS-3 (the closer raypath) TEC reduction edge are very good, although they
underestimate the steepness of the TEC reduction edge for the ATS-5 raypath. The present author
also attempted to simulate the TEC reduction edge data [Reilly et al 19811, using a brute force
three-dimensional calculation in which rocket exhaust expansion was described as thermalized mutual
diffusion in the neutral atmospheric density bacxground. The agreement with the ATS-3 results was
again very good, but the ATS-5 TEC reduction edge steepness was rather badly unoerestimated
[Reilly, 1980].

There is no good theoretical Justification for using a thermalized, mutual diffusion model for
the rocket exhaust expansion for releasF.s at hi(h altitudes (e.a., > 350 km), other than the
simplification it provides. Schunk [19781 shows that such a model typically and incorrectly
neglects non-linear acceleration, viscous stress, certa'n velocity and temperature-dependent terms
in the collision frequency, and thermospheric wiids. Furthermore, as Bernhardt (19791 mentions,
only the last of various expansion regimes is described by the mutual diffusion model. The earlier
self-continuum and collisionless expans.on phases are incorrectly neglecteo, along with the
processes by which the rocket exhaust becomes thermalized with the ambient background. All these
effects, particularly imoortirit for high altitude releases, can be included by going back to the
Boltzmam equation and obtaining better solutions of it. This was Bernhardt's approach (1979), end
is the path followed here and reformulated next in terms of a different collisional relaxation
model.

KINETIC MODEL

The 9oltzmann equation for the distribution function fr(x,vr,t) for particle species r is

Of, Of, Of, 1 +f,
+• + • ' T + -a " - V t . C o'~ w P -ll(

where x,Vr,and t are coordinates for position, velocity, and time, and Ar is the force per unit
mass on particle r. The three terms on the right of this equation represent the contributions of
collisions, external production (sources), and external losses. In principle, chemical reactions
can he included in these terms (e.g., see Chapter 7 of [Burgers, 19691), but since ro:ket exhaust
expansion is primarily of interest here, this will not be done now. The concentration nr(x,t),
mean velocity y(x,0, and temperature Tr(xt) are obtained from zero'th, first, and second
moments of the distribution function in the usual way:.

n, Iul,,u,2 + 3kT,/m,I - f. d ,l, (2)

The collision term a.sumed here is of the form

whale the terms on the right, except for nr(?,t) and ns(x,t), are functions of x,vr, and t,
in general, and the Maxwellian distribution furtction is given as

•, - (;~ - (-q)-3 exp[-(Q - _u(x,tW)c.

where c,(x,0 2 _= 2k T, (x,t)1m,. (4)

Thus far, the .ollisional relaxation term is of the form used prrviously by Baum (1974,19741 and
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Bernhardt [1979). Baum's case was highly spe.cialized, however, because of his assumption of
constant collision frequencies. Whatever collisional relaxation model is employed, it has been
traditiuial to require that particle number, momentum, and energy are conservcd in
short-range, elastic encounters. If the rate of change of number, .iomentum, and energy densities
of type r particles in collisions with type s particles is given by

S(,),, (5)8t8t

che aforemention-d conservation conditions are

8(n) ( -0 (P_)8 + (p _L, 8 () 8 , ((6)

If x. is dependent ony,, as in Bernhardt's collisional model, then it is not difficult to
show that none of these conditions is satisfied in the general case. All of these conditions are
satisfied in Boltziiun,'s original integral expression for collisions (e.g., see [Burgers, 1969)).
This is also true fcr Eq. (3) when K, depends only on x and t and satisfies the auxti.liary
conditions

mr, 1 - m, K,,, (7)

as is easily verified. The so-called "BGK approximation" for collisions similarly neglects the
velocity deperdence of K. in Eq. (3), although the function 0, in this equation is. then not
quite that defined by Eq. (4) [Gross and Krook, 1956], [Burgers, 1969]. K. is thus assumed to
depend only on 4 and t here, and it is chosen to obtain agreement with the momentum transport
equation for unrestricted velocity and teqperature differences, where collisions are included
through the Boltzmann coliision term treatment of hard elastic sphere forces between particles in
appropriate taxwellian discributions (see pg. 72 of [Burgers, 1969]). The final result is

,(Xt), , (Ba)SI r +----- , arsi a

where 0 is a function of

I T, M4
I•r,--u,-u, and a,----2k T• -j (sb)

through M Lu,,I/fa,,:

3.. I+ - 1 .

+ - -ef(,) + 211+ 1ex

64eHere Ira, is the hard sphere collision cross-section. Evidently, K satisfies Eq. (7). The
approximation In Eq. (8c) is good to within 1.5% for all e, and substantilal]y simplifies
computations. A similar approximation was suggested by Bernhardt [1979) for his collision__• frequency.

I For the rocket exhaust expansion case it is assumed that there are only two particle types
present, exhaust (e) and ambient (a). It is further assumed, for simplicity, that the ambient
background paremeters are unperturbed during the expansion phase of the rocket exhaust. As

I discussed by Bernhardt [1979] this approximation is good when the mass density of the exhaust at
. the mean free path distance from the source is much less than the ambient mass density.

Preliminary estimates indicate that the approximation should be not bad for the HEAO-C case, but
poor for the SKYLAB case. Another consequence of the approximation is that self-collision effects
can be ignored, except in the specification of the rocket exhaust source. Other source and sin"
effects for the rocket exhaust (e.g., chemical reactions) are also ignored, which should be valid
for the early-time rocket expansion phase (Forbes and Medillo, 1976]. The simplified Boltzmann
equation for the rocket exhaust is

10
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SOf +V-1 af Of-FOt - a Xa- O-V .v(x't) •'f) + P',• (9a)

where ,,.(x,t) - c,,(x,t) n,(x) (9b)

is the collision frequency in terms of Kea given by Eq. (7). Except for this term, the subscript
e has been dropped for ease of rotation.

The source term P in equation (8) has the form

P(x.V,t) - Q(t)P V)8,1x-S(t)1, lO)

where Q(t) is the number of exhaust molecules emitted per second by the engine at time t, s.(t) is
the position coordinate of the source at time t, and j (y) represents che velocity distribution
of the exhaust molecules at the source. For the rocket engine source, the exhaust molecules
undergo isentropic expansion which converts their initial thermal energy into ordered, directed
motion at a hypersonic limiting velocity along radial streamlines which emanate from a common
source point. The transition from isentropic expansion to translational "freezing" along these
streamlines has been described by Grundy [19691. Transforming to the rest frame of the rocket,
"deno ed by primes, so that

v - v' + S and 0'(-') - 41(),

one tray then write in spherical coordinates

q'(v') - 2r (')- 1 8W(v'- w%) .(cos 0'),

where ws is the hypersonic limiting speed, and f(cos.O') is the relatively sharp angular
distribution about the axis along the direction of -5 [Draper and Hill, 19661. This Is normalized
according tof2 dxf(x) = 1. The temperature effect here is relatively unimportant. In the rest
frame of the earth observer the corresponding angular distribution about the direction of S is

. found from the relation

tanO-sin0'/(Y-cosO'); Y =S/w,

For Y not too close to 1, relevant 0 values are close to 0 ( Y > 1) or ir ( y <l ). This
suggests a further simplification:

where g,(t) =--9(t) (0 - r(11)

This is a special case of a source distribution of the form of Eq. '4), which, can also be used for
explod-ng cannisters, where the temperature effect is important.

The solution of Eq's (8) - (11) can proceed in the manner described by Bernhardt [19791.
Coupled integral equations of the second kind are obtained for the concentration, mean velocity,
End temperature. A particularly elegant way to arrive at these equations starts with the
def'inition of new variables x(t ), v (tW), which take on the values of x and v when t' = t
and satisfy

d x (t') d v (t')S-v(t',O_ (12a)
dt' ~ t7---

For constant a

Y.(t') -. Y + t ,dtl . y. - _#t

,(tO)-. + d", d, v-_a(t- t,)]- x- -v(t- t') + a(t- t')2. (12)
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Eq. (8) becomes
mmmi df

+ d-T - P + P,n -H (13)

,where . and _v have been replaced by the new variables in Eq. (12b). For a source which is
switched on at t=O

M~) - f 1dt' expi-f,. dt2 ,',(t2)IH(t) ,or

i = v) - dte d 2 e,(- t2 )J H(x(),.v(t'),t')

Evidently, this suggests the substitution, tl=t-t', so that

f(x, V,t) - dt1 G2(xv,t) H(x - vt, + !-_t?. -_#ta,t - tj)

,wflere2

G2(x.v,t) =-= xp[-f0
1v,(x- vt2 + .Latl,t- t2)dt2I (14)

ii--

This is essentially the expression obtained by Bernhardt [1979), with the exception of the
collision frequency arguments for the different coLlision models. The integral equations for
concmntration, mean velocity, and temperature are obtained by an application of Eq. (2). The
results are essentially those given by Bernhardt's Eq. (12), with slight corrections.

If one further specializes to the case = 0 (e.g., neglect of gravity for early time behavio:
and treats the casa of a point impulse source at the origin, so that

Q(t) - Qo (t) and S(0) -P, (15)

then application of Eq. (2) to Eq. (14) gives

nil ,u,u 2 + 3kT/rmI - Qo Gj°(x,O0,t)P (x/t)t-3 [ ,,x/t,(x/t)
2 ]

+ dt1 f d 3X, GI'x,x - x1ht) P, (x - x1 t - tj) n(x -x t-- ti)f. ... .. ( 16a )

__~ -0 ,(x1/t1)ti•[ljX1/t1,Lx1/t1)2]

as the coupled Integral equations for concentration, mean velocity, and temperature, where

dt, j 0 d -L (x- x'),t- t2 • (16b)

The first term on the right of the concentration equation iti Eq. (16a) is denoted by no, and nI

is defined by

n(x,t) - no(xt) 4 n,(x,j)

where no(x,t) - Q0 G11 (x,O,t) 8 Nx - udt], (17)

using Eq. (1I) and the definition =: o). Frnm Eq. (16a) n(&!.t,t) = oijst,t)

Us, and T(,yst,t) = 0. For y s _Ut, n(?,t) = nl(,,t) , and his
concentration, the mean velocity u(ý,t) and the temperature T(x,t) are found as solutions of the
following equation set:

12
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fl(x,t) - n1(x,0 [i,.u(x,t), u2 + 3kT(x,j/m] (i - 0,1,2,3,J)

-- g(x,) + dt, fidýxi K'(x,tL 1,t1) f°(x - x1 t -- ti)

il( II

II1

I--i[] mE' g'(-x't) -- fo0 dt1 b(tn) d, (. (Vtj" 3 [I,V,V2 ]

i:] i v = (t,) + u,, a =x- u,i (••

@ b(b•) :-. GJ0 ,x,-u.(*- tIM) G3- )G(Ut'(t- ,,)0,t - tJ)V'LU(,- tl),t- tl]

K'(xJt;x 1,t1 ) - GI (x~x -x 1 ,t1h',(x -x 1,t - t1)P(x1,t,)

F_(xl,t,) =- #,ýx1tn)t-Jl'X h,(t0X ! (18)

DISCUSSION

It is planned to solve Eq. (18) for the point s.rce problem and to demonstrate departures froma thermalJ2'ed diffusion model. The full rocket exhaust effect can be included by summing ooint
source puffs along the rocket trajectory. Results will be aned at simulating the TEC reduction
edges measured for both the HEAO-C launch and,more recently. the NOXA-B launch from Vandenberg on
May "9, 1980 [Reilly et al, 1981]. The first step in these simulations is the determination of
t me *rofiles of rocket exhaust molecule concentrations along the associated raypaths.

T ire are many effects to unravel. While it may be thought that a thermalized diffusion model
w•oild tern.l to overestimate the rate of rocket expansion, due to the effects mentioned by Schunk
[1978), there is at least one effect working oppositely. For example, it will be noted from Eq's
(&1), (ab), and 19b) that, as thermalization of rocket exhaust takes place, the collision frequency
increises along vith a. Hence, during early times the expansion rate tends to be
underestimated by a thermalized diffusion model, because of this effect, which can be quitedramatic fot li,1t exhaust molecules (e.g., H2).

At this writirq, the Intent is t3 approximate the integral in Eq. (18) by standard numerical
quadrature techI,.ques, and solve the equations iteratively for successively later times. Results
will be reported at a later time.

Vi
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ABSTRACT

During the AVEFRIA DOS barium release experiment, sponsored by the Los Alamos National

Laboratory and the Defense Nuclear Agency in May 1978, the line of sight from one of the ground

observation stations to the ATS-3 satellite was occulted by the barium ion cloud for a period

of approximately five minutes. Optical measurements of the structured barium ion cloud were

made with intensified cameras using the 455.4-nm wavelength fluorescent ioi line. These mea-

surements have been related to barium ion column density. During the occultation, the ampli-

tude scintillations of the 136.47-MHz signal from the ATS-3 satellite were monitored. The

optical measurements have been used to correlate the barium column density with thie total

electron content measurements and to calculate the scintillation index, S4 , and the two dimen-

sional intensity pattern for comparison with the measured amplitude scintillations.

INTRODUCTION

We have calculated the diffractior pattern induced on the 136 MHz signal from the

ATS-3 satellite by an ionized barium plasma produced during the AVEFRIA barium injection of

May, 1978.1 The experiment was sponsored by the Los Alamos National Laboratory and the Defense

Nuclear Agency. Neutral berium was injected at an altitude of 190 km over the Tonopah test

range in Nevada before dawn when the solar depression anqle was 10'. The neutral barium was

photoionized by sunlight at the release altitude. The ionized barium was observed photograph-

ically through its fluorescence emission using filtered, intensified cameras at a number of

•.tations on the ground. At one of the ground stations, Antelope Valley, Nevada, the signal

from the ATS-3 geo-synchronous satellite was monitored by a group from the Applied Research

Laboratories of the University of Texas at Austin under J. Clynch. For a period of about five

minutes, beginning approximately three minutes after the release, the line of sight from the

ground station to the satellite was occluded by the barium ion cloud. By that time the ion
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cloud had developed a number of striations. Amplitude scintillations were observed in the

136-MHz signal during the occultation. We calculated the scintillation pattern based on the

electron column densities as deduced from the photographic images of the ion cloud and compared

the calculated intensity with measurements. We have assumed the ion cloud acted as phase

changing screen and calculated the diffraction pattern at the ground.

PHASE SCREEN CALCULATION

Diffraction by d phase changing screen can be treated by the methods of scalar dif-

fraction theory.2 A particularly useful description can be obtained in terms of the angular

spectrum, the Fourier transform of the scalar field. If U(x,y,O) is field at z-O after emerg-

ing from the phase screen, the angular spectrum, A (fx,f y), is

A0 (f =11y) U (x,y,O) exp [ i21r (f xx + f y31)] d

where f and fy are the spatial frequencies. The effect of p-opagation through a distance, z,

is to apply a linear filter to the angular spectrum. That is, the angular spectrum-at distance

z, A(fx fyz), is

A(f xf ,z) = A (f ,j ) exp 12l- ( - ( )2'

where X Is the wavelength of the radiation. The field at distance z is then the inverse
Fourier transform of A(f x,fyz). The calculation of the diffraction pattern can be carried out

using fast Fourier traiisform algorithms as described by Buckley for a one-dimensional screen.3

The extension to two dimensions is straightforward. In our calculation, radiances are first

converted to phase change so that we obtain a two-dimensional complex array representing the

field emerging from the barium cloud. (We assume that the curvature of the field arising from

the finite distance to the cloud has a negligible effect on the scintillation pattern.) We

take the complex two-dimensional transform of the phase array. After applying the appropriate

phase change to each element of the transform to represent the propagation to the ground, we

take the inverse Fourier transform. Finally, we obtain the magnitude square of the complex

field to represent the intensity at the ground.

OPTICAL DATA

The barium ion cloud was observed in 455.4-nm fluorescence light using radiometrically

calibrated cameras. Peak radiances of approximately 3 x 10-9 W/cm 2 sr were observed. Ten

photographic images were scanned and processed to produce 256 x 256 arrays of radiance versus

position. The exposure time of the camnras was .5 s; the time between the images processed was

approximately 30 s. A reproduction of one of the processed images at 236 s after release is

shown in Figure 1. The cross hairs indicate the direction of the s-ýellite. The ion cloud

image moved almost exactly horizontal across the film plane. The striations in the cloud,

which were aligned with the geomagnetic field, appear tilted off the vertical by about 300.

The occultation therefore begins towards the top of the leading edge of the cloud, proceeds

through the center of the cloud, and ends towards the bottom of the trailing region of the
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cloud. Although the gross structure of the cloud remains relatively constant from frame to
frame, there are significant changes in detailed features and also in the overall size of the

cloud during the occultation. Figure 2 shows the cloud image at 295 s after release and can be
compared to Figure 1 to indicate the motion and the development from the earlier time.

In order to calculate the intensity at a point on the ground versus time, we have had
to assume that the intensity pattern calculated from a single frame can be translated with the

overall motion of the cloud. Clearly, because of changes in the cloud, we do not expect this

assumption to be rigorously true even for the 30 s between frdmes and we cannot expect conti-
nuity from frame to frame.

The relatively low signal-to-noise in the original image limits the extent to which

the intensity pattern can be accurately calculated. The noise arises from film grain, inhoio-

geneities in the intensifier, and photon fluctuations. The signal content is limited by the

inherent lack of structure in the barium cloud, the low intensity of the emitted light, and by
lack of resolving power of the camera system. It is also true that the cloud as observed from

the ground was folded back on itself, which decreased the contrast of the image.

We have attempted to compensate for the transfer function of the camera system and to

reduce the noise by applying a Wiener filter to the image. Since the apparent structure in the
cloud decreased with time, the parameters of the filter were changed to give more smoothing at

later times. This filtering is important because the coherent radio wave, which is assumed to
be incident on the cloud, accentuates the noise in the image. That is, the scintillation

pattern is noisier than the image. The calculated scintillation index is therefore, to some

extent, a function of the filtering.

Systematic errors up to 30% in the scintillation index could arise from systematic

errors in the radiometric calibration. An error in the triangulated distance to the ion cloud
does not significantly affect the calculated intensity pattern or the scintillation index.

RESULTS OF CALCULATION

The calculated intensity patterns corresponding to the images in Figures 1 and 2 are
shown in Figures 3 and 4. Again, the cross hairs mark the direction of the satellite. Light

areas correspond to high values of intensity. The circular diffraction patterns away from the

cloud arise from star images or defects on the film.

Figure 5 shows the phase change along a line through the center of the cloud perpen-

dicular to the striations starting from the right-hand side in the data shown in Figure 1. The
maximum phase change is almost 30 radians above background. (This profile is through the

center of the cloud and not in the satellite direction). The intensity profile corresponding
to this phase change profile is plotted in Figure 6. We note that the structure in the in-

tensity profile is more complicated and more pronounced than in the phase change profile.
There is some evidence of focusing with a maximum of the phase change corresponding to a mini-

mum of intensity. Similar profiles for the data at 295 s are shown in Figures 7 and 8. Com-

paring these results to those for a random phase screen obtained by Buckley, it appears that we
are beyond the distance of strong focusing for the radio wavelength used and are in the regim,
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of scintillations with spatia' scalet smaller than that of the ion cloud. It also appears that

the intensity pattern is controlled by phase variations of the order of a few radia.is that are

superimposed on the larger phase changes due to the gross structure of the cloud.

COMPARISON WIIH RADIO MEASUREMENTS

Figure 9 shows the electron column density along the line of sight to the satellite as

derived from the image data assuming an optically this, ion cloud. These results are consistent

in time development with the total electron content derived from Faraday -otation mtasurements

but show a peak column density of only approximately 75% of that de-ived f-om the radio mea-

surements. This discrepancy is within the uncertainty expected for the radiometry and will tend

to cause the calculated scintillation index to be low. It is also possible that the assumption

that the ion cloud is optically thin is not strictly true, and we are therefore underestimating

t;ie colum~n densities.

We can compare the measured intensity of the radio signal versus time with cur calcu-

lated intensity versus spatial distance. This is shown for data near the beginning of the

occu:tation in Figure 10. We have translated spatial distance in our cal'zulations into time

usirg the apparent velocity of the ion cioud. We see in both curves an increase in intensity

as the edge of the clo00 reaches the satellite location and then a decrease as the full occul-

tation begins.

It is apparent that our calculation lacks the resolution to follow the intensity

changes with time scales of approximately 1 s. Our calculated values of the scintillatioho

index will therefore be lower than those of the data. We also note that the calculated values

the growth in spatial dimensions of the cloud, which tends to accelerate changes in the inten-

sity pattern relative to what we calculats, assuming a stable ion cloud.

During the occultation, the growth rate of the cloud decreased with time, so that our

calculated values tend to better follow the trend of the observations. (his can be seen in the

comparison shown in Figure 11 for the next set of data. Again, our calculations do not resolve

the relatively fast fluctuations of intensity shown in the observations.

We have calculated the scintillation index, S4, over 50-s intervals for the observa-

tions and for our calculations. These are plotted in Figure 12. S4 reaches a maximum early %,i

the occultation, when a region of the ion cloud with discernable striations passes in front of

the satellite. Later, as regions with less apparent structure cross the signal path, the scin-

tillation index decreases. The calculated S4 values follow the observed values but at a lower

level, which may be ascribed to the smoothing inherent in our lack of resolution.

18

ST> ;



CONCLUSIONS

We have shown that it is possible to calculate radio scintillation patterns from

optical observations of barium clouds and to get general agreement with measurements. The

advantage to calculating scintillations from optical data is that one gains the t4o-dimensional

intensity pattern which, for a finite cloud, may be important. The limitations to the calculp-

tion arise from two sources that are apparent in the results presented here. First, if the

barium cloud is highly structured or has steep gradients, the optical data may lack the resolu-

tion to reconstruct the relatively fine details of the diffraction pattern. This holds for our

data particularly at the beginning of the occultation. Second, even if the ion cloud is not

highly structured, the image may be so noisy the calculation is dominated by the scintillation

pattern of the noise. This appears to be true in our results towards the end of the

occultation.
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7Figure 1. AVEFRIA ion cloud at E + 236s. Figure 2. AVEFRIA ion cloud at E + 295s.

Figure 3. Calculated intensity at E + 236s. Figure 4. Calculated intensity at E + 295s.
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Figure 5i. Phase change across cloud at E + 236s. Figure 6. Calcualted intensity across cloud at E + 236s.
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IN 51 .. U ACTIVE r'ERIMENT TECHNIQUES TO STUDY THE IONOSPHERE

Morris B. ?zP'gratz, Robert A. Jeffries, David J. Simons, and Gordon M. Smith
Univc•sity uf Caljfornia, Los Alamos National Laboratory

Loi Alamos. New Mexico 87545

INTRODUCTION

In situ active .. periment techniques can be used to study the natural ionosphere, to simulate
natural or artificial ionospheric disturbances, and to provide a test bed for radiowave propagation

studies. We distinguish between active experimental techniq,,es using radiowaves and active
experiments conducted in situ such as barium injections or chemical releases.

The opportunity for remote optical diagnostics and a relatively short ionization time in full sun-

light make barium the most popular ion-producing in situ experiment material. Low-density barium

clotds can be used to visibly trace-out structures in the natural ionosphere (Gendrin's active obser-
varion category of active experiments [1)). We present results from the Periquito experiment which

show low-altitude (500-ks) dayside-cleft fields and stiuctures. We also present results which show
structure on auroral-zone field lines at several Re altitude, observed during the CAMEO experiment.

Recent improvements in barium-cloud radiative-transfer calculations coupled with image-intensified

optical diagnostics have permitted quantitative determination of the line-of-sight column density for
dense barium clouds. Consequently, shaped-charge barium2 iijections and thermite barium releases, used

to generate dense plasmas unstaule to structure produclig mechanisms, can be quantitatively diagnosed

for -pdtial wavelength-dependent growth and decay rates. Such experiments can also be used to produce

a known ionospheric disturbance fcr use as a teEc bed for radiowa',, propp.ation studies. Results of

the Avefria experiment that met these objectives will be presented.

Recent experiments at Los Alamos, in rooperation %ith Santia National Laboratories and the

National Research Council of Canada, have pioneered the technique of ietonating high explosives in the
F-reeion prodt•ing water vapor that, in turn, chemical.-y reacts with -.tomic ions and produces a large

depletion in the ionospheric plasma [2]. Ionospheric depletiot; experiments remove about 1000 times
more ions than can be generated in present bariui ion.pheric-enhancement experiments. Out report on

the Lagopedo experiments described the chemistry involved in depletions and gave results on

efficiencies and scale sizes (3]. We y-esent some observations fror. the Waterhole I auroral topside
ionospherio-depletion experiment that "turned off" the aurora in a small space-tin~e volume [4]. Such

experiments lie within Gendrin's active perturbation category of active experiments P 1.

ACTIVE OBSERVATION EXPEREMEN1S FOý TRACING PLASMA IRREGULARITIES: PERIQUITO AND CAMEO

The active observation experiment utilizes a tracer mpterial, such as barium ions, to trace or
stain chemical or physical processes, facilitating diagnosis of the natural state of the space plasma.

Care must be exercised to insure that the tracer material does not effect a significant perturbation

to the natural state. Generally, the relative insignificance of the density or energy density of the

tracer material are the basis for argSt.-nots regarding the experiment's passive nature.

The Los Alamos-sponsored Periquito Dos experiment utili:.ed barium ions to trace out the "throat"

convection pattern in the low-altitude dayside magnetospheric cusp region. The degree to which the

barium clouds develop fine-scale field-aligned structures or striations largely determines the spatial

shape of the space-time volume over w.ich the barium cloud can be used to measure electric fields and

convection velocities. During an earlier and similar polar-cusp injection experiment, the barium

cloud did not develop fine-scale striations and consequently the high-velocity, high-altitude ciarium

could be observed for an extended time interval and to high altitude; the spatial shape of the

observed volume was tall and thin. During Periquito Dos, many fine-scale striations formed early,

giving the low-velocity barium cloud the appearance of a persistent rayed auroral arc (see Fig. 1).

The striation formation incLuded a horizontal spreading, giving the spatial volume studied a wide
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magnetic latitude and local time extent, but a
short altituae interval. By identifying the
persistent strietions and triangulating their
positions as a function of time, we wcrs able to

gain a "snapshot" of the ion-convection pattern in
the polar cusp region (see Fig. 2). The coml'inent
of the electric field perpendicular to B can be
found from the velocity field by using the E = -v x
B relationship. However, the velocity field (at a
given magnetic potential) is determined by finding
the distance along a surface of constant magnetic
potential between the intersection of the striation

and the potential surface at time t 1 and the inter-
section of the same striation with the same
magnetic-potential surface at tine t,. The convec-
tion velocity cbtained by dividing tnis distance by

the quantity (t - ts) is, of course, perpendicular
_Am to B. Only ?his velocity can be measured

because positions of individual ions cannot be
discerned. The Periquito Dos "snapshot" of the
ion-convection pattern in the polar cusp region is
very similar to the Hanson and Heelis model. Note

that the Heelis et al. paper (5] which first
identified the "throat" convection patter.,
required many satellite passes through this region

over an extended time interval, encompassing a
myriad of geomagnetic conditions.

Firuie 1. Periqulto Dos raye; oarium-ion cloud.
Note that the individual striations (rays) can The CAMEO (Chemically Active Material Ejected
be identified, labeled and triangulated from from Orbit) experiment involved thermite barium
time tI to time t 2 . releases from a batellite at 965-km altitude over

the polar cap. A combination of magnetic mirror,

-- ___ gravity and parallel electric field forces resulted
in the upwards acceleration of the barium ions to

:-- - • j several Re altitudes on auroral zone magnetic field
is 167I lines [6]. Photograph,- of the high-altitude barium

-- 4.cloud show considerable structuring although the

"3F plasma is collisionless (see Fig. 3). Booker has
, .speculated that because of geometrical considera-

." tions, such structures extending alonq the magnetic
field to high altitudes could produce significant

7.16 1-. A scintillations despite the low absolute density
fluctuations (7].

6.-33 THE AVEFRIA BARIUM INJECTION EXPERIMENrS:

, _ L SIMULATION OF IONO:,tRIC DISTURBANCES
ll.$75 I2O• 12.125 52.2w 1232 25 1 2 6I6 12750 12.875 13.t+t

-18 1The Avefria experiments conducted by Los
MAAGNETIC LOCALTIM Alamos and Sandia in May, 1978 above the Tonapah

Figure 2. Periquito Dos convection electric Test Range had the dual objectives of studying the

field pattern. Under the0 E x B force ions con- phenomenology of structure producing instabilities
vect along a direction 90 in azimuth less than in space plasmas and providing a controlled (or at

the electric field aximuth. At about 12.3 mag- least diagnosable) ionospheric disturbance for use
netic local time the ions convect antisunward., as a test bed for radiowave propagation studies.

Sounding rockets with onboard attitude control

systems wore used to lift high-ey:josive shaped-charge barium injection payloads to approximately 195

km and orient the injection perpendicular to the geomagnetic field. As predicted by the theory of

Simons et al. [8] such an injection orientation would result in the prompt formation of striations in

the fast barium ion plasma.

This predicted but as yet unproven beh3vior prompted us to pre-position ground receivers for

-,.urements of the downlink propagation from geostationary satellites. The observed prompt structur-
ig coupled with a reliable rocket trajectory allowed all three fixed ground receiver sites to observe

occulation of satellite downlinks by a structured barium cloud on both the Avefria Uno and Dos experi-

ments (six out of six possible occultations). Furthermore optical diagnosis of cloud surface

brightness by image-intensified cameras at each fixed ground site permitted an independent measurement

of the spatial-frequency poker spectral density (PSD) of the ionospheric irregularities comprising the

occultation. Prellminary results indicate inconsistencies between observed downlink signals and those

calculated using the measured PSD's with thin-phase screen propagation models (9].
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Figure 3. The CAMEO barium-ion streak at t'iousands of kilometers altitude as viewed from Tdble
Mountain Observatory in California. Note that field-aligned structures exist at high altitudes.

The Avefria experiments did serve to confirm both the prompt striations model of Simons et al. and
*the relatively slower gradient-drift instability model of Linson and Worlman (10). These two models

each describe structuring in separate parts of the Avefria ion cicuds. Figure 44 shows up the field-
line views of the Avefria Dos barium-ion cloud between event Plus 120 s and event plus 210 s. The
left (east) portion of the ion cloud resolted from the fast ions in the shaped-charge produced Jet and
they structured promptly followving the injection. As Fig. 14 sl~wa the debris ion cloud on the right
structured on a miuch slower time scale, in gross agreement with the gradient-drift model. This model
is a Rayleilh-Taylor-like instability wherein the barium plasmna cloud provided a conductivity gradient
in which smaall density irregularities are unstable in much the same manner as the heavier fluid atop
the lighter fluid is unstable in the classic Rayleigh-Taylor example. While the Avefria experiments
demonstrated the essential validity of linear structure producing models. the nonlinear forward
cascade observed in the Avefria PSD's challenges theoretical description.

"TURNING OFF" THE AURORA USING ACTIVE PERTURBATION TECHNIQUES: WATERHOLE I

Because present sounding rocket-launched ionospheric depletion experiments can remove a1mut 1000
times as many ions as similar ionospheric enhancement experiments Can produce, we expect that active
perturbation experiments artificially perturbing the space plasa a%#ay from equilibrium, isolating and
controlling prQselected parameters, will favor depletion rather than enhancement techniques EIli).
Waterhole I Was the first such experiment. Project Waterhole was a topside. auroral ionosphere modi-
fication experiment conducted by the National Research Council of Canada and the Los Alamos National
Laboratory ([4]. The topside density depletion was designed to reduce the charge carriers available
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Figure 4. Up-the-field-line view of onset of Rayleigh-Taylor-like instability during the Avefria Dos

experiment.

for carrying parallel currents. Parallel currents play a key role in many auroral particle energiza-

tion mechanisms. By changing the impedance of the magnetoshperio-ionospheric current systems, we

hoped our observations would enable us to deduce the auroral circuit dynamics. The experiment was

conducted in April 1980.

The Waterhole I sounding rocket, launched from Churchill, Manitoba, carried in situ diagrostics

and an 88-kg aimcnium-nitrate/nitromnethane explosive In a mother-daughter configuration. The explo-

sive was detonated at 300 km altitude in the topside auroral ionosphere. The detonation occurred

about 10 km north of flux tubes conjugate to visible aurora at lower altitudes. As expiated, the

charge-exchange/dissociative-recombination chemistry caused a rapid depletion of the thermal plasma

(note that as described in Pongratz [11) the depletion technique is limited to altitudes where O is

the dominant ion). Yau et al. [4] have reported a factor of thirty reduett•n in the flux of 500-eV

electrons, w-hich coincided with the explosive detonation and persisted for about two minutes (see

Figure 5). The signal is consistent with a vanishing of the energetic electrons throughout the

depleted volume (about 25-km radius) and a return to pre-explosion flux levcls as the depleted volume

is excited by the in situ diagnostic package.
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.Figure 5. 5WO-eV differential electron flux measured during Waterhole I (figure courtesy of Dr.Andrew Yau).
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STIMULATION OF ULF MAGNETIC PULSATIONS BY
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and
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Bell Laboratories

Murray Hill, NJ 07974

ABSTRACT

Observations are reported of ground level magnetic pulsations in the Pc3 and Pc4 frequency
bands .ssociated with sudden ionospheric disturbances (SID). The SID's, which arise from solar flare
hard x-ray events, were observed as absorption events on dayside 30 Miz riometers and as phase anoma-
lies on long-path VLF propagation signals. The magnetic activity was recorded with a 4-station
meridional chain of magnetometers covering a range of magnetic latitudes from L 3 3.2 to L Z 4.4 and
at a single site in the conjugate region. In two events described, several cycles of a highly mono-
chromatic wave were excited coincident with the arrival of the solar x-ray flux at ionospheric
heights. A sudden conductivity change due to the rapid increase in ionization caused by the enhanced
x-radiation flux is thought to have stimulated hydromagnetic waves at the fundamental resonance
frequency appropriate for the plasma conditions on these field lines. Theoretical considerations
suggest that ULF waves may also be generated if the ionospheric conductivity is decreased. Thus,
modification experiments which produce ionization density depletions (e.g., chemically-induced
"holes") may also be effective in stimulating hydromagnetic waves in the magnetosphere.

INTRODUCTION

Ultra-low frequency (ULF) pulsations of the earth's magnetic field are a commonly observed
phenomenon. Sensitive satellite and ground-based magnetometers have provided much detailed informa-
tion on the properties of pulsations in different frequency bands and as a function of magnetospheric
location and geomagnetic disturbance level. The occurrence of geomagnetic pulsations has been
attributed to eigenoscillations of the geomagnetic field, instabilities and wave-particle inter-
actions, and oscillations of magnetosphere-ionosphere current systems (e.g., see reviews by
Lanzerotti and Southwood, 1979; and Rostoker, 1980). Regardless of the mechanism, however, their
origin is considered to result from solar wind-magnetopause interactions or from internal magneto-
spheric processes influenced by the general level of geomagnetic activity.

In this paper we present evidence of the excitation of Pc3 (15-4S sec) and Pc4 (4S-150 sec)
pulsations in the dayside magnetosphere coincident with the arrival of solar x rays in the ionosphere.
Data are presented for two events in 1980 from many cases that have been observed. We believe this
is the first identification of hydromagnetic wave generation not associated with the solar wir! or
magnetic storms. A possible mechanism is suggested to explain the phenomena.

OBSERVATIONS

Figure 1 illustrates x-ray and ionization-related data for the solar flare event that occurred
near 2030 UT on April 26, 1980. The top two panels show the counting rate response of two channels
(12-20 key and 37-70 keV) of the ISEE-3 x-ray detector (courtesy of Dr. S. Kane, University of Cali-
fornia, Berkeley). The event began shortly after 2030 UT in the lower energy channel and returned
to the background level about 7h mintes later. The impulsive character of the hard x-rays near
the peak of the event is particularly evident in the 37-70 keV channel. In this chpnnel, the
duration of the x-ray enhancement is about 1 minute and consists of two bursts separated by - 40
seconds in the interval 2031-2032 UT.
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The response of the ionosphe.re to the enhanced x-ray flux is shown in the third panel of
Figure 1 by the sudden phase anomaly (SPA) in the 10.2 kHz Omega navigation signal from Hawaii to
Washington, D.C. and in the bottom panel by the absorption of 30 Mz galactic radio noise recorded
by a riometer located at Durham, New Hampshire. The onset of ionospheric response was essentially
coincident with the time of peak x-ray flux. These SPA and absorption profiles, exhibiting rapid
excursion (- 1-3 minutes) to maximum disturbance, followed by a slow (- 15-30 minutes), exponentiel
like recovery, are characteristic of solar flare x-ray events, The rise and decay times depend on
the time profile and spectral intensity of the x-ray (aud ultraviolet) flux, the solar zenith angle,
and the response time of the ionosphere.

The ground level magnetic variations that accompanied the ionospheric event are shown in Figure 2
for the four stations of a meridional chain operated in New Hampshire and Quebec, Canada and for a
station in the Antarct 4 c conjugate region. Figure 3 and Table I give the location of these sites,
their geographic and gomagnetic coordinates, and L values. Co-located with the magnetometers at
each station are 30 MHz riomcters with broadbeam (600) zenith-centered antenna patterns. The riometer
data for Durham and Pittsburg, the lowest latitude sites, are shown in the bottom left and right
panels, respectively, in Figure 2. Similar absorption events occurred also at the higher latitude
sites. The .iometer at Siple, however, did not record an absorption event.

As shown in Figure 2, an overall increase (decrease) i;i the magnetic field H-component (D-compo-
nent) at all northern sites accompanied the ionosphere conductivity enhancement represented by the
onset of riometer absorption at - 2031 UT (the local time of these measurements was 1531). At Sirle,
a similar variation occurred in the H-component, but the D-component displayed opposite behavior to
that in the north. Superimposed on the gross variations are several cycles of an - 90-sec period
oscillation. These long-period waves are quite clear in the H-component at the two lower latitude
sites, but are less distinct at the higher latitudes. At Siple, two large, distinct oscillations
occurred in the D-romponent, Lower -inplitude, higher frequency oscillations (such as, for example,
those at - 40-sec period between 2038 and 2040 UT) were present throughout the hour around the time
of the x-ray event, but were not affected by the event.

To investigate the polarization and spectral properties of the low frequency waves, the magnetom-
eter data of Figrre 2 were bandpass-filtered for the period range 60-120 seconds. The filtered data
are presented in Figure 4 and show clearly the excitation of the - 90-sec period oscillations at all

* Isites in the interval from 2031 to 2036 UT. Thereafter, the wave amplitudes decrease, the period
lengthens, and in general the character of the variations becomes less coherent over the chain. No
comparable oscillations in this period band were evident prior to 2030 UT. Note that at Siple the
oscillations (dashed curves) are out of phase with the northern hemisphere components. Also, the
Siple w- -forms (and polarization, see below) resemble more closely those of the lower latitude
statior

The polarizations in the H-D plane of the long-period magnetic variations of Figure 4 are shown
for each station in Figure S. These hodograms show that the oscillations in the interval 2032-2035
UT are left-hand polarized (counter-clockwise looking down along the field line) at the two lower
latitude stations. At the higher latitudes, the polarizations, although somewhat mixed, can be
characterized as right-handed. Noae that the polarization at Siple is left-handed, the same as that
at the lower latitude stations in the north. Thus, in terms of the generated wave, Siple appears
most nearly conjugate to a station (PB, for example) at L - 3.5 in the north even though field line
models place its norinal conjugate point (see Figure 3) further poleward. The apparent change in
polarization between L - .S and L - 4.0 suggests that the excited wave resonance could be located in
this latitude range (see, e.g., Lanzerotti et al., ý974).

Another example of hydromagnetic waves stimulaied by the conductivity change arising from solar
flare x-rays was found for the event shown in Figure 6. The x-ray and ionization-related data are
presented in the same format as in Figure 1. In this event, which occurred on April 15, 1980, there
is some precursor x-ray activity before the main burst at - 1509 UT. The main burst lasts -S
minutes and exhibits moro structure at the higher ene!rgies. As in the first event described, the
onset of ionosphere response (bottom two panels) was essentially coincident with the time of peak
x-ray flux. The spikey variations on the riomaeter trace, caused by solar radio noise bursts and
propagated interference, are not related to conductivw.ty change in the ionosphere,

Figure 7, similar in format to Figure 2 (except that La Tuque and Siple data were not yet
available), shows the magnetic and riometer activity which accompanied this event. A gross variation
in the magnetic field amplitude at the time of absorption onset is indicated by the steep fall (rise)
in the H-component (D-component) from 1510-1511 UT. The principal oscillation excited at the two
"(,w latitude sites appears in both the H-and D-compornents with a period of - 90-100 seconds. How-
ever, at the highest latitude (GV), the dominant period in the H-component (- 40-SO seconds) was
approximately half the period of the D-component variation at this latitude and that in all compon-
ents at the lower latitude stations. The excitation of the higher frequency wave at the higher
latitude may indicate a plasma density gradient within the range L - 3.5 to L - 4.4, as suggested by
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contemporary hydromagnetic wave theory (e.g., Southwood, 1974; Chen and Hasegawa, 1974; Lanzerottidt al., 1974). Polarization analysis of bandpass-filtered data, which might confirm this, has notyet been completed for this event.

DISCUSSION
The observations in conjugate areas of oscillations stimulated by solar x ray-induced increasesof ionospheric conductivity at one end strongly suggest that the magnetic field variations can beconsidered hydromagnetic waves excited in the earth's magnetosphere. Experimental and theoreticalresults have shown that such waves can be interpreted as standing transverse Alfv6n waves (i.e.,field line resonances) on geomagnetic flux tubes.

The periods of eigenoscillations of geomagnetic field lines have been computed in the dipoleapproximation by Orr and Matthew [1971] for magnetospheric plasma density conditions typical of theL shell range of interest here. The oigenperiods of the fundamental oscillations are in the Pc4(45-1s0 sec) and Pc3 (IS-45 sec) bands for field lines located, respectively, inside and outside theplasmapause. The L shell location of the dayside plasmapause, at any given tine, is determined,statistically, by the average level of geomagnetic activity during the preceding 9-12 hours.
Recall now the observation in Figure 7 that the frequency of the H-component oscillation atGirardville (at L - 4.4, the highest latitude station) was about twice that of the H-component atlý.or latitude (L < 3.5). The average planetary Kp index for the 12 hours preceding the event ofApril 15 was about-5+, a moderately disturbed condition, which would place the dayside plasmapauseat L - 4 at the time of the event (1010 LT). Thus, the presence of more than one wave within thisL range is consistent with the simultaneous excitation of a Pc3 oscillation outside the plasmapauseand a Pc4 oscillation inside. In contrast, the geomagnetic field was relatively quiet (averageKp 1) for the event of April 26. For this condition the location of the dayside plasmapause isexpected to be poleward of the highest latitude station which is consistent with the excitation ofonly a Pc4 wave within the L range observed. Note, however, that for both events the wave ampli-tudes and polarizations observed at ground stations are influenced by the proximity of the stationto the resonant field lines (Chen and Hasegawa, 1974) as well as by atmospheric screening effects

(Hughes and Southwood, 1976).

The mechanism by which these eigenoscillations of tie field line are f-cited must be related tothe sudden, large increase in conductivity in the ionosphere D- and E-regio-.s produced by the solarflare x-ray (and ultraviolet) flux. Detailed model calculations based on realistic configurationsof ionospheric electric fields and current flow need to be performed which incorporate rapid, large-scale, height-dependent changes in conductivity. If we assume, for simplicity, that no changeoccurs in the ambient (horizontal) ionospheric electric fields on the time scale of the impulsivephase of a solar x-ray event (ý 5 minutes), then the conductivity change should iead to an im-pulsive •nange in hoý'izontal current flow and thence perhaps to a transverse magnetic perturbationsufficient to excite resonance oscillations. Excitation of hydromagnetic field line resonancesmight also be expected to accompany a rapid decrease of ionospheric conductivity such as could be
produced by appropriate chemical releases in the ionosphere.

CONCLUSION
In summary, the data presented in this paper show that oscillations of the geomagnetic fieldin the Pc3 and Pc4 bands can be excited by rapid increases of ionospheric conductivity produced bysolar x-ray events. The observation at conjugate ends of a field line of oscillations stimulated bya conductivity increase at only one end provides strong support for interpreting the magnetic varia-tions as hydromagnetic field line resonances. The periods of the observed oscillations are consis-tent with those predicted for the fundamental eigenoscillations of the dipole geomagnetic field inthe L range 3.2 to 4.4 for the plasma density conditions expected to prevail. This is the firstdefinite confirmation of a mechanism for the generation of magnetospheric hydromagnetic waves thatis not associated with solar wind or magnetic storm effects.
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TABLE I: COORDINATES OF STATIONS

Geographic Geographic Geomagnetic Geomagnetic Approx.

Station latitude longitude latitude longitude L value

Siple (SI) 76.00°S 84.00OW 64.76°S 8.02'W 4.0

Girardville (GV) 49.00°N 72.530W 60.42°N 3.68OW 4.4

La Tuque (LQ) 47.68*N 72.S8°W 58.720 N 2.430W 4.0

Pittsburg (PB) 45.030 N 71.44*W 56.85°N 2.30OW 3.5

Durham (DU) 43.10°N 70.90°W 54.43*N 1.43*W 3.2
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Fig. 1. Solar x-ray data in two energy channels (upper two
panels) from the ISEE-3 satellite for the flare event at
2030 UT on April 26, 1980 (courtesy Dr. S. Kane, University
of California, Berkeley). The response of portions of the
dayside ionosphere is indicated by a sudden phase anomaly
on long-path VLF propagation (third panel) and enhanced
absorption at 30 MHz (bottom panel).
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Fig. 2. Surface magnetic field variations in the horizontal plane at 4 locations
along a meridional chain in the northern hemisphere (GV, LQ, PB, and DU in order
of decreasing latitude) and at a station (SI) in the Antarctic conjugate region
during the solar x-ray event of Figure 1 (the stations are identified in Table I
and their locations shown in Figure 3). The H-component (D-component) lies along
the magnetic north-south (east-west) direction. 30 MHz riometer data are also
shown for the two lowest latitude sites.
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Fig. 3. Locations in a magnetic coordinate frame of the northern
8 , hemisphere magnetometer/riometer sites (solid circles) and projec-

tions of the Siple, Antarctica conjugate point (open circles) according
to three geomagnetic field models. Note that the station labeled
GR is the station GV elsewhere in this paper (see Table I for all
identifications). The triangles should be ignored.
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Fig. 4. The magnetic field data of Figure 2 after application of a digital band-
pass filter with cutoffs at 60 and 120 seconds. The SI data (dashed curves) are
superimposed on the curves for PB which, apart from the phase shift, they most
closely resemble.
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Fig. S. Hodograms of the magnetic field oscillations of Fig. 4
in the interval 2032-2035 UT showing the sense of polarization

_* (LH or RH) in tie horizontal (H-D) plane. Li is lefthand polari-
zation (counter-clockwise looking down along the field line).
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ENHANCEMENT OF RADIO PROPAGATION
WITH REACTIVE GAS RELEASES INTO THE IONOSPHERE

Paul A. Bernhardt
University of California, Los Alamos National Laboratory

Los Alamos, New Mexico 87545

ABSTRACT

The propagatwon of radiowaves can be either adversely or favorably affected by the release of
chemically reactive vapors into the F-region ionosphere. Vapors, such as H20, H2 , and CO?,
rapidly react with the 0+ ion in the upper atmosphere, producing polyatomic ions such as H20ý,
H3 0+, OH+, and Jý. These ions quickly recombine with electrons leaving neutral species.
The enhanced F-region neutralization can produce large ionospheric holes which refract radiowaves.
Depending on the ray trajectories, the ionospheric hole may produce focusing, fading, or
defocusing. Artificially produced plasma gradients may be used to increase the maximum usablefrequency (MUF) for systems using sub-ionospheric radio propagation. Besides producing large
ionospheric holei, reactive vapor releases can smooth ionospheric irregularities. Irregularities
can produce phase and amplitude scintillations in trans-ionnspheric signals. Plasma instabilities
which a-i responsible for the growth of F-region irregularities are damped by the enhanced
ion-electron recombination caused by the vapor reledse. For example, both gravitationally driven
(Rayleigh-Taylor) instabilities near the geomagnetic equator and current driven convective
instabilities in the polar regions can be inhibited by reaLtive vapor injections into the F-region.

INTROOUCTION

Over the past twenty years, there have been a number of observations of ionospheric depletions
produced by chemical releases in the ionosphere. The first observations were of large scale
reductions in plasma concentrations coincident with the firings of rockets in the F-region (Booker,
1961; Jackson et ai., 1962). Probably the largest depletion was produced during the launch of
SKYLAB I by a Saturn V (Mendillo et al., 1975). In 1977, Los Alamos conducted a rocket experiment
(code named LAGOPEDO) dedicated to the formation of ionospheric holes (Pongratz et al., 1978). In
September 1979, a compaign was conducted to observe ionospheric holes produced by the launch of the
HFAO-C satellite. A summary of the results is presented by Mendillo St al. (1980). In the last
quarter of 1983, during the Spacelab 2 Mission, the Space Shuttle is scheduled to fire its engines
in the ionosphere over several ground observation sites. The.e engine burns are dedicated
ionospheric modification.

One objective of the chemical release experiments is to change the radio propagation
characteristics of the ionospheric mediim. These chanqes can be due 1) to large-scale (10 km or
greater) plasma gradients produced by the direct effects of the chemical reiezses or 2) to
small-scale irregularities (less than 10 km) produced by instabilities triggeied by the chemical
releases. The effects of the large-scale gradients have been described by Bernhdrdt (1981) and are
summarized as follows:

VLF (3-30 kHz) waves propagate either via the Earth-ionosphere (El) waveguide or via field
aligned ducts in the earth's magnetosphere. The too edge of the El waveguide is the D or E regionwhich is relatively insensitive to the effects of chemical release. The F-ragien, however, is very
sensitive to the release of chemicals such as H20, H2, C02, N02, etc. Modification of the
F-region will change the coupling between El waveguide and ducts in the magnetosphere. Defocusing
by the ionospheric hole produced oy 100 Kg of H2 released at 300 km altitude will block VLF
transmissions though the ionosphere for a radius of 150 km around the point of release. As the
ionosphere recovers from the effects of chemical releases, plasma flows out of the overlying
magnetosphere into the ionosphere. This can produce a field aligned column of depleted plasma
extending into the map tosphere capable of guiding VIF (whistler-mode) waves. Thus, the effects of
chemical releases in,, ally inhibit the coupling of VLF waves into the magnetopshere, while, at
later times, ducts may be formed which can guide these waves to the conjugate hemisphere.

Refraction by the plasma gradients in an ionospheric hole can effect propagation of HF (3-30
mliz) radio signals. Depending on the geometry of the transmitter, receiver, and ionospheric hole,
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the HF signals can experience focusing, defocusing, and/or multi-path fading. Under certain
conditions, the maximum usable frequency can be increased. The ionospheric hole acts like a
convergent lens for waves propagating from satellites '.o grounid-based receivers. The focusing can
be as much as 40 dB for HF wave,. At VHF (30-300 MHz), the focusing is only a few dB.

The rest of this paper describes previously unpublished research on the stability of
ionospheric holes. Instabilities can Droduce plasma irregularities which affect transionospheric,
propagating signals. The effects of chemical releases on both the inhibition and the triggering of

S• these instabilities is considered.

THEORY

The injecti'3n of chemicals which react with the 0+ ion in the ionosphere has been used to
produce large plasma holes in the medium. The edges of the .onospheric holes are regions of steep
plasma gradients. These regions may be unstable to the influence of external energy source such as
neutral winds, electric currents and gravity. The chemical reactions which produce the plasma
gradients can also have a stabilizing effect on the plasma, inhibiting the growth of plasma
irregularities.

In this paper, we present the linear theory of fluid instabilities associated witt reactive
chemical releases in the ionosphere. The three instabilities investigated are 1) the %.ind-driven
gradient drift instability, 2) the current convective instability, and 3) the gravational
Rayleigh-Taylor instability. The linear growth rate for the gradient drift instability will be
derived iii detail. The growth rates for the other two instabilities will be stated without proof.

A nonlinear set of equations is derived for ionospheric holes produced by C02 releases in the
ionosphere. The ionospheric reactions involve the ambient N2 and 02 molecules as well as the
injected C02 molecules.

0+ + N2 - NO+ + 0 rate: 81 = 1.3 x 10-12 cm3 /sec
0+ + 02 + Oý + 0 rate: 82 = 2.0 x "0-11 cm3/sec
0+ + CO2 + 02 + CO rate: 63 = 1.2 x 10-9 cm3/sec
NO+ + e- N + 0 rate: al = 4.1 x 10- 7 cmL4 /sec
0ý + e- - 0 + 0 rate: 32 2.0 x 10-7 cm /sec

The concentration of the molecular ions is denoted by nM - [NO+] + [0fl. The 0+
concentration is NJ and the electron concentration is ne = n, + nM. T1- velocities along
magnetic field lines are determined by plasma diffusion and by collisional coupling of the velocity
component of the neutral wind parallel to the ,magnetic field. These velocities for the molecular
ions, O* ions and electron are VM11, VII1, and Veil, respectively. The continuity
equations for the ions and electrons are

anee-t- + V. -(neve) + V • (neVe, = -anenM (1)

anM
-t + V•" (nMVi) + V11 (nMV, ) = -ne nM + Rn, (2)

San (3)

at I + V ( "(niViil) = -VRnI

whee Vý.L and Vgl are the gradients perpendicular and parallel to the magnetic field, ar=2 x
lO-5 cm3/sec is the ion-electron recombination rate, vR = 81 (n2 ] + 82E02] +

S31CO2] is the ion-molecule reaction rate, Ve•. and V1i7. are velocities perpendicular 'o the
magnetic field and t is time. One of the equations is redundant because ne = n4 + nI. The
perpendicular velocities are derived from the equations of motion isee Ossakow et al., 1978a).

- -Vo xB (4)
Ve, B2

1.i, -- i = e- - 7p) (5)

in i
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where 0 is an electrostatic potential, I is the magnetic flux vector and vin is the
ion-neutral collision frequency. The ion masses mI and mn are assumed to both equal mi. rhe
parallel velocities are assumed to be unaffected by the instability.

For the growth of the gradient drift instability, we assume that field aligned currents are
zero (i.e., J11 = 0) and that charge is conserved

/ .J - [ne (Ve . - ] = 0 (6)

The ion velocities parallel to the magnetic field are given by the coupled equations (see Banks and
Kockarts, 1973)

I:TM anm kTe ane
rM-- T ne + 1 "-(vin + VMl) VMIV Ill

kTI anI kTe ane (8)
nlmi az+ n + A g 11  " (Vin + VIM) Vill + VlMVMII

where k is Boltzmann's constant, TM and T, are ion temperatures, Te is the electron
temperature, gol is the gravitational acceleration projected along the magnetic field axis(z).
The ion-ion collision frequencies are

VIM = 1.26 Y 10-12 nM(m-3 ) s-l VMi = 1.26 x 10-12 ni(r-3 ) s-1

for 0•, 0+ momentum transfer collisions. The electron velocity is found from flux conserva-
tion (i.e., neve = npvM + nlvl).

The coupled set of nonlinear equations for the variables ne, nm, Ve Vi and € are

n +e .[-() V$ x IT] + Vll(ne7ell) = -anenM (9)

a . nm +=-nn+(0

+ Vj.m[n.vi + ViII(njMlI) - e nM + nR(ne- nM) (10)

V." [ne(ve.L - ViJ = 0 (12)

The (x,y,z) coordinate system is chosen such that z is along the magnetic field axis (i.e., Vn
= a/az T•z), and the y-axis is in the direction of the external neutral wind (i.e., Un
Ty). This wind produces ion motion in the x-direction.

"The variables are written as perturbations of the ambient quantities.

n e = neo + neel (kx-t) = Vio + V il (kxwt)

n M = nMO + nmiei(kx-wt) W= o(X) + lei (kx-wt)

where Fourier analysis in x and t has been applied. The unperturbed ion velocity is viox = +Un
(vir/Q) where 11 is the ion gyro frequency.

With these substitutions, the linearized equations become

(Z +4-) Vih + eik*l 0 (13)
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S• •neo neo .

(.neoik + 7•. Vn 1 +fIk yi. #1 Vtoxikne1 =0 (14)

ik 3Neo

B -T- 41 + (-iu + ano) ne, + neogl=0 (15)

-an 0 .vn(6

S--• Z" VtIx + (o o " R) nel + ý-ko + 'zneo + vR) nMl = 0 (16)

where Z = -1w + ikViox + vin, the effects of the field-allgned velocities for the diffusing
electrons and molecular ions are neglected. These lations can be solved yielding a quartic
equation for w. The order of the equation can be reouced by limiting the solutions to cases where
01 " Vin" -iw + ik Viox. This is easily justified for ionospheric holes at 300 km
altitude where vin/1 = 0.002 ard the ion inertia can be ignored. These assumptions lead to
a quadratic equation which has the solution

F e an+no)-V, _ -neo - c•(ne+no) + vi .j- 4S(n e /2
Yl ~ e o eoM k\ E~oa eo o

wh.'re S = -Un and y is the instability growth rate. (17)

The parameter S is used in this equation because- it can be replaced by driving terms for other.
instabilities. A similar treatment tor the gravitational Rayleigh-TaylGr instability yields an
identical expressions for the growth rate with S = g/vin where g is the gravitational
acceleration in the negative y direction and Vin is the ion-neutral collision frequency. This
derivation assumes that B is horizontal in the z-direction. [The derivation is an extension of the
one given by Ossakow et al., 1979].

Finally, the current convective instability (see Ossakow cnd Chaturvedi (1979), Chaturvedi and
Ossakow (1979) and Huba and Ossakow (1980)) can be influenced by reactive gas releases. This
instability is characterized by streaming electrons with velocity Vd. These electron currents can
occur in regions of diffuse aurora. Current convective instabilities grow according tu Eq. (17) with

a3nIeo "evi )I/2
S = Vd/2 SIGN( -TY)/I ve (17a)

where SIGN denotes the sign, Ile and 12i are electron and ion gyrofrequencles, ve and
vi are elkctron and ion collision frequencies. Nonlinear stabilization (Chaturvedi and Ossakaw,
1979) and magnetic shears (Huba and Ossakow, 1980) have not been included in the linear analysis.
All growth rates have been maximized with respect to the wavenumber (k).

Two limits occur in the modified ionosphere. In the center of an ionospheric hole created by a
large CO2 release, most of the 0+ ions have been converted to 0 ions. In this region,
nM ne because vR >> aNe and the instability growth rate simplifies to

S an .0- - 2an or y = -v (18)
Y• , eo ay eR

As expected, in regions where the plasma is predominantly composed of polyatomic ions, the damii4ng
of instabilities is controlled by recombination of these ions with electrons.

In the unperturbed ionosphere or at the outer edges of the ionospheric hole, the plasma is
mainly composed of 0+ ions. Here, nM >> ne because vR <' one and, consequently, the
growth rate reduces to
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S n 0eo
=neo ay VR ory= -lne

In this outer region, the damping is controlled by ion-molecule reaction rates. The form of
Equation (19) has been used by Ossakow et al., (1979) to describp the linear growth of
Rayleigh-Taylor instabilities in the natural, unmodified equatorial lononphere. Only the growth
rates given by the general Equation (17) are applicable throughout the modified ionosphere.

The stability of holes created specific releates of CO2  is calculated. The nonuniform
expansion of injected gases is governed by diffusion. An analytic expression for the diffusive flow
of vapors from point releases at t = 0 has been derived by Bernhardt [1976].

n1 N(a.b.c) 2 _r-exP[-c/(2HaV)]o 2 (a +b2)exp['c/(2Ha) 42 DtxP[c/2Hdot
Doabc /ex 3 I al Ut _40.tH

where n, is the CO2 concentration, No is the number of vapor *,olecules releases, Dc is the
diffusion coefficient at the point of release, Ha is the atmospheric scale height, Hi =
kTnmng is the injected gas scale height, Tn is the neutral temperature, mn is the CO2
molecular mass, the coordinates a and b are in the horizontdl plane and c is the vertical axis.
This expression has been shown to be accurate for describing the first 10 minutes o. a release into
the ionosphere. All calculations will bE for releases at 300 km altitude where

(N21 = 1.3 x 1014 m-3 [02) = 4.7 x 1012 m-3 [0) = 6.17 x 1014 m-3

Do = 2.21 x 106 m3J/.ec Ha = 5 x 10 4 m Hi = 1.91 x 104 m

Tn = 10000 K .i/sji = 1.9 x 10-3 Ve/le = 7.2 x 10-5

The gas injection produces temporal variations in the reaction rate vR. The zero order
variations in electron concentration (neo), molecular ion concentration (nMo) and 0+ ion
concentration (nI) can be formed by solving equations (1) through (3) using the field-aligned
velocities given in (7) and (8). A number of models have been constructed to perform these
calculations at the equator (Anderson and Bernhardt, 1978) and at mid-latitudes (Bernhardt et al.,
1975; Bernhardt, 1976; Zinn and Sutherland, 1980, and Bernhardt et al., 1980). For this study,
however, we decided to use a simplification suggested by Mendillo and Forbes (1978). The transport
terms V • (nv) are ignored and the simplified equations for production and loss are solved. This
computation is valid before the diffusive recovery rate, Vll.(nIV 11 )/nI exceeds the
• reaction time constant vR. The difrusion velocities are computed by substituting the plasma
concentrations determined from Equations (21) through (23) into Equations (7) and (8). These
velocities, coupled with the plasma concentrations, yield the diffusion recovery rate.

The stability of the ionospheric holes is determined by substituting the computed plasma
gradients into Equatior (17). At the time when the diffusive recovery rate equals the chemical loss
rate, the maximum growth rate is examined. If the diffusive recovery rate is much larger than the
instability growth rate, the ionospheric hole will "fill-in" before the instability can grow. If,
however, the instability growth rate is larger than the diffusive time constan., the hole will be
unstable long enough for field aligned irregularties to form.

GRADIENT DRIFT INSTABILITY

The formation of field aligned irregularities in ionized barium clouds has been attributed to
the E x B gradient drift instability (Linson and Workman, 1970). One might expect that ionospheric
holes are similarly unstable to the gradient drift mechanism. Experimental searches for
irregularities in ionospheric holes have been made. In 1977 ionospheric holes were created by
releasing C02 and H2 0 from rockets during Project Lagopedo. Measurements with a 50 MHz radar
did not show irregularity formation (Chesnut, private commiunication, 1978). VHF signals propagating
from satellites through the ionospheric holes have not shown evidence of scintillations associated
with irregularities. Similarly, measurements of holes produced by rocket exhaust (see Mendillo,
1975 and Mendillo et al., 1980) have not shown any irregularit3 formation. We seek a theoretical
explanation for the lack of irregularities.

The results for the gradient drift instability (S = -Un) are summarized in Table I. The
numerical simulations use neutral wind velocities of 50, 100 and 200 m/sec perpendicular to the mag-
netic field lines in the +y direction. Releases of 20 and 200 kg are considered. The field lines
are assumed to be horizontal so that the coordinate z is identical to the coordinate c in Eq. (20).
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Table I

Rates for gradient drift instability.

Mass of Neutral Time for Transition Maximum Location
Co2  Wind Between Chemical Diffusive Instability of Maximum
Released Velocity and Diffusive Rec very Rate Growt Rate Growth
(kg) Un (m/s) Processes (s) (s-?) y (s- ) y (km)

20 50 80 2.5 x 10-3 -1. x 10-6 -10
20 100 80 2.2 x 10-3 2.9 x 10-3 -10
20 200 70 2.1 x 10-3 7.7 x 10-3 -24

200 50 250 2.9 x 10-3 7.2 x 10-4 -24
200 100 180 3.6 x 10-3 4.5 x lO-3 -20
200 200 120 3.8 x 10-3 1.4 x 10-2 -16

The effects of the neutral winds are twofold. First, the neutral wind drives the instability
according to Eq. (17). Second, the wind convects the neutral gases away from the back side of the
ionospheric hole, causing the gradients on the up-wind side of the hole to be steeper than the
gradients on the down wind side cf the hole. This is fortunate since Eq. (17) implies that positive
growth rates can exist only on the up-wind side of the hole.

The amount of gas released affects the time when the transition between chemical production of
the hole and the diffusive recovery takes place. This amount also affects the location, relative to
the release ooint, where maximum growth will occur. The maximum growth rate, however, is only
slightly affected by the amount -eleased.

Table I demonstrates that 50 m/s winds are not sufficient to stimulate gradient drift
instabilities in ionospheric holes produced by C02 releases at 300 km altitude. A 100 m/s wind
produces instability growtn rate on the order of the recovery time due to field-aligned diffusion
into the ionospheric hole, Neutral wind velocities of 100 m/s or larger are required to initiate
gradient drift instabilities in the hole.

Figure 1 illustrates the result of releasing 200 kg of CO2 at 300 m altitude into a
horizontally stratified ionosphere. The neutral wind velocity is 200 m/s along the ordinate
(y-axis) of the figures. The abscissa is time in minutes.

The dashed line in the figures is the transition time between chemical and diffusive
processes. The neutral wind blows the C02 away from the release point, causing the backside of
the hole to be steepened relative to the front side (Fig. la). The concentration of the molecular
ions is skewed toward the front of the hole (Fig. lb). Contours of -vR (Fig. lc) illustrate the
movement of the neutral cloud and the dissipation of the enhanced reactions by diffusive expansion
of the neutrals. Finally, Fig. ld illustrates the instability growth rate variation in space and
time. In the region y > -10 km, the gradient drift instability is strongly dampled by chemical
reactions and positive plasma gradients. Two minutes after the release, the region -45 km < y
10 km is unstable to the gradient drift mechanism.

From this study, we conclude the neutral winds larger than 200 m/s are required to trigger the
gradient drift instability in ionospheric holes at 300 km altitude. The rarity of such high
velocity winds explains the lack of plasma irregularities in the observAtions.

CURRENT CONVECTiVE INSTABILITY

The National Research Council of Canada and the Space Science Office at Los Alamos have
conducted and are currently planning chemical modificaticn experiments in the auroral ionosphere.
These experiments, named Waterhole, will use C02 and H2J to reduce the electron concentration in
regions where large, field-aligned electric currents are present. While the primary goal of the
experiments are to investigate the effects of the plasma reduction on the electron precipitation,
the generation of plasma irreg-la'ities via the current convective instability is also of interest.

The results for the current convective in:tability (e.g., Eq. 17a) are summarized in Table II.
The numerical simulations usjVd = 500 m/s corresponding to an electron current density if,4
iiA/m for ne = 1 x ll m-3 . At 300 km altitude, the expression (l+fe vi/v e-i)
has a numerical value of 5.2. The field lines are assumed to be vertical so that the z axs aned the
c axis are identical.
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Table I I

Rates for Current Convective Instability
Mass of Time for Transition Diffusive- Maximum Location
C02  Electron Between Chemical Recovery Growth Rate of Maxinmm
Released Drift and Diffusive Rate for I stability Growth
(kg) Vd (m/s) Processes (s) (s-1) y (s- ) y (km)

20 500 90 2.45 x 10-3 1 x 10-4 + 10
200 500 300 2.9 x 10-3 2 x 10-4 + 28

Figure 2 illustrates the effects of a 20 kg CO2 release. Tree ordinate of the figure is in
the horizontal plane perpendicular to the magnetic field at 300 m altitude. The aDscissa is time in
minut•is. Since no neutral wind is usLd in this calculation, the plasma concentrations are
c•lindrically symmetric (Figs. la and 2b). The chemical damping due to reaction between C02 and
0 is reduced by diffusion of the CO2 (Fig. 2c). At the time when diffusive recovery equals
-yR (vertical dashed lines in Fig. 2). the instability growth rate has just become positive
(Fig. 2d). Because the instability growth rate is much smaller than the rate of diffusive recovery,
we conclude that irregularities will not form for either the 20 and 200 kg C02 release. Electron
velocities substantially larger than 500 m/s are required to stimulate the instability.

GRAVITATIONAL RAYLEIGH-TAYLOR INSTABILITY

There have been two previous studies concerning the eff-cts of reactive-gas releases on the
equatorial ionosphere. The first (Anderson and Bernhardt, 1978) is a model simulation of
ionospheric hole formation considering chemical processes, field-aligned diffusion and plasma
convection across magnetic field lines due to external electric fields. The second study (Ossakow
et al., 1978b) did not consider the above processes but did use an ionospheric hole ds a seed for
self consistent calculations of plasma transport across magnetic field lines due to the
Rayleigh-Taylor instability. Complete modeling of equatorial instabilities triggered by reactive
chemical releases requires an amalgamation of te above two studies. Both of these studies indicate
that gas releases can sti,.,ulate the Rayleigh-Taylor instability in the equatorial ionosptiere.

In this paper, we investigate the stabilizing effects of CO2 releases in the bottom side
equatorial ionosphere. The y qis [see Eq. (1 .) through (16)] is vertical. At 300 km altitude, tho
plasma cor.:entration is l01l electrons/cm•, the electron gradient (5ne/By)
m-4 , and the ambient growth rate is 1.6 x 10-3 s-l. The gas releases take place between 200
and 400 km altitude. The grow rate at 300 km altitude is recorded as a function of 1) the altitude
of the release, and 2) the time after release.

Figure 3 illustrates the effects of 20 kg CO2 releases. The vertical Gashed line Indicates
the time of transition between chemical and diffusive processes. The ordinate in the figures give
the locations oi the CO2  releases. The isopynic contours of electron and molecular ion
concentration are not symnmetric about 300 km altitude because of the increase in the neutral
diffusion coefficient with altitude (Figs. 3a and 3b). The O+-molecule reaction rate is largest
around release altitudes of 300 km. The reaction rate damping causes the region to be stabilized.
For releases at 300 km, the bottom side ionosphere remains stable for over 1.5 minutes.

Figure 4 illustrates the effects of a 200 kg release of C02. For releases at 300 km, the
0+ ions are almost completely converted to molecular ions (iigs. 4a and b). Due to enhanced
chemical reactions (Fig. 4c), the region at 300 km altitude is stabilized (i.e., y<0) for
releases between 260 and 400 km altitude. Releases substantially above 300 km stabilize the region
because of negative qradients (ane/3z) at the bottom of the hole. The stabilization lasts for
more than 5 minutes.

While previous works have concluded that reactive gas release can trigger equatorial
instabilities, we propose that these releases can produce localized regions of stabilization. The
size and duration of the stable regions increase for larger amounts of release material.
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RECENT CEVELOPMENTS IN ARTIFICIAL IONOSPHERIC HEATING

Charles ti. Rush
National Telecommunications and Information Administration

Institute for Telecommunication Sciences
Boulder, Colorado 80303

and

Kenneth C. Allen
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Boulder, Colorado 80303

ABSTRACT

Intentional modification or heating of the ionosphere by high-powered radio waves continues to be
a subject involving Mrch theoretical and experimental interest. The ionospheric changes that result
from high-powered HF radio waves permit detailed investigation of the physical processes occurring in
a weakly ionized, unbounded plasma that is subjected to intense electromagnetic energy. In recent
years, substantial emphasis has been placed upon the study of numerous plasma instabilities that are
invoked in order to explain the experimental observations. In addition, there is a renewed interest
in determining the impa(t of ionospheric heating on the performance of telecommunication systems oper-
ating in an ionosphere .ha+ is subjected to the passage of intense electromaonetic energy. A number
of experimental and theorttical studies have been undertaken with the view toward isolating the magni-
tude of the changes in system performance that can be attributed to ionospheric heating effects. The
most recent of these experiments will be reviewed, and the results discussed in terms of current
theoretical explanation.

INTRODUCTION

Intentional modification or heating oF the ionosphere by high-powered radio waves continues to
draw the interest of numerous ionospheric workers. Fejer (1979) and Walker (1979) have recently dis-
cussed the latest theoretical work pertaining to the types of interactions between waves in the iono-
spheric plasma that result in parametric instabilities. Parametric instabilities such as stimulated
Brillouin scattering, stimulated Raman scattering, and t.he parametric decay instability are known to
play key roles in the modification of the ionosphere by high-powered HF radio waves that are
reflected from the ionosphere. Parametric instabilities are generated as the result oF nonlinear
interactions between the heater wave and the ionospheric plasma. The nonlinear process responsible
for most parametric instab[lities in the ionosphere is the ponderomotive force that arises from con-
sideration of nonlinear terms in the equation governing the motion of eiectrons in a magnetoionic
medium.

In addition to instabilities derived from ponderomotiv' forces, other plasma instabilities associ-
ated with ionospheric heating have received attention, particularly the self-focusing instability.
This instability results from the heating of toe pump wave with a forward-scattered wave. A tempera-
ture perturbation is created that leads to a change in tne local electron density and index of refrac-
tion. The instability produces large-scale plasma striations, and the modified refractive index diverts
(or focuses) the pump wave into troughs of modulated density. Duncan and Behnke (1978) have observed
self-focusing of radio waves in overdense (heater wave reflected from the ionosphere) heating experi-
ments and found that the kilometer scale sizes associated with the instability are consistent with
theory. Perkins and Goldman (1981) have developed equations for the threshold for the onset of the
self-focusing instability that are applicable to heating with waves that pass through the ionosphere
(underdense heating).

Concurrently with the theoretical and experimental efforts directed toward understanding and iso-
lating plasma instabilities in an artificially modified ionosphere, renewed efforts have been under-
taken to determine the impact of ionospheric heating on the performance of telecommunication systems
operating in an ionosphere that is subjected to the passage of intense electromagnetic energy. The
ionospheric heating facility locatea at Platteville, Colorado, operating essentially between 5 and 10

50

1.)



MHz, is the focus for such activities in the western hemisphere. The review given by Utlaut (1975)
provides an excellent account of the understanding gained in the late 1960's and early 1970's from tel-
ecommunications related studies that were undertaken with the operation of the Platteville Facility.

In this paper, the results of studies undertaken in the past two years to determine ionosrheric
modification impacts on specific telecommunication systems are briefly reviewed. These studies were
directed toward (1) assessing the impact of the Satellite Power System (Solar Power Satellite) on
ionospheric-dependent telecommunication systems and (2) the extent to which ionospheric modification
can be used in conjunction with long-distance HF propagation systems.

IONOSPHERIC MODIFICATION AND THE SATELLITE POWER SYSTEM (SPS)

The Satellite Power System (SPS) is one of a number of alternatives under study by the Department
of Energy to meet the energy needs of the Nation in the year 2000. The SPS concept involves one or
more satellites in geostationary orbit collecting radiant solar energy and beaming the converted power
at 2.45 GHz to the earth's surface. Between 5 and 10 GW of power would be beamed through the iono-
sphere coitinuously to a receiving location about 10 km in diameter. Because of the large amounts of
power involved, concern was raised as to whether the ionosphere would be modified by the passage of
the SPS power beam. More to the point, was the concern about whit impact such modification would
have upon the performance of ionospheric-dependent telecommunication systems.

At the 2.45-GHz frequency, the heating that the SPS power beam would provide to the lower iono-I sphere is believed to be that arising from ohmic interactions between the power beam and the electrons,
ions, and neutral particles that make up the ambient ionosphere. Under conditions of ohmic heating,
the resuting power flux at a microwave frequency ean be related to the power flux at another frequency
through the relationship (Gordon and Duncan (1978)):

P SPS P HF
f SPS f HF()

where fSp5 and PSPS are the SPS microwave frequency and power density and fHF and PHF are another fre-
quency ana the power density. It follows from Eq. 1 that heating the ionosphere using radio waves at
a lower frequency than that of the SPS requires a smaller power density to achieve an SPS-comparable
effect. Provided the frequency is higher than the plasma frequency, the heating is accomplished by
radio waves that pass through the ionosphere (the underdense case), and high-powered, high-frequency
waves can be used to simulate SPS heating.

At F region heights, self-focusing effects are believed to be particularly important, The thresh-
old for the onset of thermal self-focusing is believed to be proportional to the cube of the wave fre-
quency (Perkins and Goldman (1981)). Thus, the rate at which energy is imparted into the self-focusing
instability can be expressed as:

P SPS P HF=_ T7. - (2)

Equations 1 and 2 indicate that the amount of SPS microwave enrgy that would heat the ionosphere
and generate thermal self-focusing instabilities can be realistically simulated using much lower fre-
quencies and power densities, provided 'hat the lower frequencies are higher than the plasma frequen-
cies.

The validity of Eqs. 1 and 2 is crucial to the ground-based simulations of the SPS operation. The
results obtained by heating the ionosphere with high-frequency waves most be extrapolated to a fre-
quency of nearly 1000 times greater to arrive at the SPS operational frequency. It is possible that
some instabilities in the ionosphere that would result from the passage of the SPS power beam cannot
be simulated using the lower-frequency, ground-based, ionospheric-heating facilities. However, the
current understanding of the processes that are anticipated to occur in the SPS environment indicates
tv~at the ohmic heating (1/f 2 ) and thermal self-focusing instability (1/f 3 ) scaling laws are reasonable
assumptions.

Experiments were performed using the Platteville Facility to determine the degree to which iono-
spheric changes induced by ohmic heating due to SPS operation would affect telecommunications systems.
The Platteville Facility can pr'ovide SPS-comparable ohmic heating to the lower ionosphere by exploit-
ing the 1/f12 scaling law. Telecommunications systems whose signals are reflected and controlled by
the lower ionosphere were investigated. The current Platteville ionospheric heating facility is
essentially the same as that described in Carroll et al. (1974). It provides SPS-comparable power
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density at 5 1;:!z to an area of the lower ionosphere that is 30 ki in diameter at an dltitude of 75 km
and 40 km in diameter at 100 km. This area is three to four times larger than that anticipated for

the SPS microwave beam as it passes through the ionosphere. The telecommunications systems chosen for

investigation were representative of those operating in the very-low-frequency (VLF, 3 kHz-30 kHz),
low-frequency (LF, 30 kHz-300 kHz), and medium-frequency (MF, 300 kHz-3 MHz) portions of the electro-

magnetic spectrum.

rhk relationship of the propagation paths of the telecommunication systems to the area of the
ionosphere modified by the Platteville Facility is shown in Figure 1. During the course of the experi-
ment, over 40 hours of recording of VLF, LF, ,rnd MF signals was made while the facility was heating the
ionosphere. Figure 2 shows the amolitude of the OMEGA siqnal transmitted from Hawaii and received at
Brush, Colorado, during times when the Platteville Facility was operating (hatched area on abscissa)
"and when it was not. The results of these and other experiments indicate that no adverse impact on the
perforir.dnce of VLF, LF, and MF systems would ensue from the operation of an SPS with a maximum power
density of 23 mW/cm.2 -- thp current system design. Details of these experiments and the results derived
-'.-i- then have been given by Rush et al. 098,1.

Experime'nts to determrn. -hether thermal self-focusing effects could be produced in unde,'dr-te
plasma were aiso undertaken using the iatteti•IL Facility. Thermal self-focusing can create stria-

tions or irregularitie- in the ionospheric electron dens,&j These irregularities, if they occu',
could scatter radio waves in the high-frequency (Hr), very-high-f.-'eoency (VHF), and ultra-high-frt.-
quency (UHF) portion of the spectrum. The performance of telecommunicatlor' systems operating in
these band, could be degradej due to interference from scattered signals. The s~attered signal could
travel over great distances and interfere with systems operating far frcm the SPS power beam. It was
pointed out earl'er that the threshold for the onset of the instability varied as I/f 3 . The Platte-
yvile F. !itv can provide more than tive times SPS-equivalent power density to the ionosphere at
300 kr for a lO-ML zcalinq co the SPS operational scenario (1/10 scaling). At 5 MHz, the SPS-eqJiva-
lent power density is more than 50 times the SPS operational power density of 23 mW/cm2 . For this
reason, measurements were made to determine if self Focusing iostabilities could be generated using
underdense radio waves and what effect these instabilities wuuld have on specific telecommunication
systems.

Tnie effects of tnermal self-focusing are daticipated to be most pronounced in the F-rcjion. The
instabilities could lead to striations in the electron density teulting from electrons aligning along
the geomagnetic field lines. The experimental arrangement, therefore, emphasized use of telecommuni-
cations systems operating at frequencies that are sensitive to the electron distribution in the
F-region. The systemis utilized were satellite-to-ground and satellite-to-aircraft transmissions oper-
ating in -'? VHF (30-300 MHz) portion of the spectrum. Such transmissions are rather sensitive to
irregularities 4n the electron density structure along the satellite-to-observer radio path.

Basu et al. (198G) have dEscribed the results of these exoeriments that were conducted by measur-
ing LE.-8 satellite signai, on an aircraft coifigured to move with respect to Platteville as shown in
-inure 3 and also on the ground. Figure 4 shows tnat the LES-, signal disp'ays scintillation as it
passes through the ionoshere heated by Platteville in the underdense mode and receivea in an aircraft.
The results of these experiments clearly show effects of ionospheric irregularities on the LES-8 sat'l-
lite signals. These preliminary results, however, cannot be intarprcLed at tVii time for the SPS
reference system. The 1/f3 scaling law is yet to be validated, but if correct, indicites that about
90 mW/cm2 of SPS comparable rower density were delivered to the F-region for these experiments. Also,
the experiments maximized the effect of the irregularities because the satellite signal was observed
along the earth's magnetic field lines.

In addition to the telecommunication studies descrited above, studies were undertaken to determine,
in a more quantitative manner, the degree to which the iunosphere above Platteville was modified during
the heating experiments. Figure 5 shows the time history of the amplitude and phase of a 3.4 MHz
ionosonde signal during the time the Platteville Facility was turned on. It can be seer that obvious
,changes in the amplitude and phase of the 3.4 MHz signal are associated with heater turn-on. Recently,
Meltz et al. (1981), using a D region ionospheric model based on the work of Tomko et al. (1980), have
shown that the changes seen in Figure 5 are consistent with our current theoretical understanding of
the respcn~e of the 0 and E region to high-powered HF heating.

IONOSPHERIC MODIFICATION AND LONG DISTANCE HF PROPAGATION

Propagation of HF radio waves over long distances is of concern iii a number of applications.
- Since the late 1920's, it has been appreciated that HF radio waves can travel to distances beyond that

associated with conventional ionospheric reflections without returning to the ground. It is of inter-
est to determine whether modifications to the ionosphere induced by high-powered HF heating coulO
launch long-distance, propagated, or ducted waves or could scatter energy trapped in ionospheric ducts.
Gurevich and Tsedilina (1976) have calculated the regions on the ground where transmitters and receivers
should be located in order to use artificially induced irregularities for coupling into ionospheric duci.
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In the spring and summer of 1979, an experiment was undertaken to determine if irregularities
produced by the Platteville Facility could scatter radio energy that was trapped in ionospheric ducts.
"A transmitter was located in Australia transmitting signals toward the Platteville Facility. A
receiver was located at Alamosa, Colorado, about 200 miles south of Platteville. Figure 6 shows a
long-distance, oblique ionogrem recorded at Alamosa on June 5, 1979. The various modes can be dis-
cerned as darker images among the large amounts of clutter. During this time, the Platteville Facility
was not operating. Figure 7 shows an icnogram obtained during a time or. June 5, 1979, when the
Platteville Facility was operating. In addition to the modes seen on Figure 6, a clear indication
of signals is seen to the right of the conventional modes. The source of these signals is attributed
to energy scattered by the irregularities created by the Platteville Facility.

In order to interpret the results shown in Figure 6 and 7, it is necessary to understand the
geometry of the experiment Figure 8 shows the relationship of Alamosa to the Platteville Facility.
Radio waves transmitted from Australia can be received at Alamosa after 3, 4, or 5 reflections from
the ionosphere. These signals are observed at all times. Signals thac display a scatter-type
behavior at Alamosa were observed only when Platteville was operating. In order that signals from
Australia be scattered to Alamosa by the iregularities above Platteville, the Australian signals had
to have been propagating at the height of the irregularities above Platteville. The times for which
scattering by Platteville irregularities showed the largest effects corresponded to local dusk at the
Australian transmitter. It is well-known (Toman, 1979, for example) that the gradients in the iono-
sphere around sunset are situated in such a fashion that propagation of radio waves into the nightside
favors ducting •r trapp4ng of SF sig..als.

"wTne results of the long distance propagation experiments are just now becoming available. Further
work is required in order to demonstrate the applicability of using artificially-induced ionospheric
irregularities to scatter HF ducted signals to the surface of the earth and to ascertain the scatter
cross-section of the irregularities as a function of frequency.

CONCLUSIONS

Modification o' the ionosphere by high-powered HF waves continues to draw the interest of numnerous
ionospheric workers. In addition to studies directed at understanding and observing the effects of the
interaction between the heater wave and the ionosphere, studies directed toward assessing the impact of
ionospheric modification on telecommunication systems performance are being activel) pursued. These
studies will continue to provide information about how telecommunication systems respond to changes in
ionospheric Plectron density and temperature that result from intentional modification of the iono-
sphere.
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IONOSPHERIC MODIFICATION BY HIGH-POWER RADIO WAVES

Lewis M. Duncan
University of California, Los Alamos National Laboratory

Los Alamos, New Mexico 87545

ABSTRACT

Powerful, high-frequency radio waves have been used to temporarily modify the ionosphere.
Thermal and parametric interactions have led to a diverse range of observed phenomena, including
generation of density striatibns and artificial spread-F, enhancements of electron plasma waves,
production of extrathermal electron fluxes and enhanced airglow, modification of the D-region
temperature and densities, wideband eignal attenuation, and self-focusing and scattering of the
electromagnetic waves. The physics of ionospheric modification by high-power radio waves is reviewed
in the context of our current theoretical understanding; disturbance gereration mechanists are
qualitatively described. in addition, results of recent experiments are summarized in which
ionospheric irregularities are generated and their evolution and decay processes investigated in
detail. The effects and potential controlled applicaions of these HF ionospheric modifications for
various RF systems studies are discussed. The C I scientific community provides an important
motivation for these ionospheric modification studies- their increased interaction and active
participation in experimental design and interpretation is encouraged.

INTRODUCTION

The ionosphere is cozmnonly defined as that part of the earth's upper atmosphere where free

electrons exist in sufficient numbers so as to affect radio wave propagation. Numerous telecommuni-
cations systems rely on this pertially ionized plaiaia through ionospheric reflections or transiono-
spheric propagation as part of their camimnications signal path. The majority of studies of the
effects of the ionosphere on communications systems address specifically the influence of ionospheric

Sdisturbances on radio wave propagation. However, the oropagation of electromagnetic radiation
through a plasma is inherently a nonlinear process. Not only does the plasma throurh its index of
refraction and collisional damping affect tne propagating radio wave, but also the radio wave
through ohmic heating and the pondercmotive force may influence the behavior o^ the plasma. This
study discusses ionospheric modifications and accompanying RF systems effects which may be generated
by high-power radio wave propagation through the upper atmosphere.

Within the past decade it has beccme technologically feasible to construrt ground-based

high-frequency (HF) transmitting systems capable of delivering RF energy to the ionospheric plasma
with power densities sufficient to alter the ionospheric electron thermal budget and local plasma
characteristics, driving a wide variety of plasma instabilities and nonlinear wave propagation
ef zts. Some of the primary and secondary manifestations of such energy deposition in the
imr_,sphere and upper atmosphere are noted schematically in Figure 1 (from Carlson and Dunctn, 1977).
-sults of experiments pei formed using such high-power HF facilities have by now hau important

applications to a number of areas of plaswa physics, telecommunications science, and basic
ionospheric research. Such "ionospheric modification" or "heating" facilities have been operated in
the UnitCd States (at Arecibo, Puerto Rico and Platteville, Colorado), the USSR (at Gor'kii and
moscow) and most recently in Europe (at Tromso, Norway).

IFF ionospheric modification research has many potent.ji applications to studies of ionospheric
effetts on radio wave systems. High-power radio waves can be used tc produce controlled ionospheric
plasma environments to investigate the temporal and spatial evolution of induced ionospheric
disturbances. Recent work in this area has ooncentrated on the dynamics and 'dissipation properties
of ionospheric field-aligned density irregularities and artificial spread-F plasma striations. In
adJition, induced ionospheric irregularities or changes in the ionospheric thermal and IR backgrounds
may perhaps be used to provide coLntermeasures to radars and satellite-based surveillance systems, to
create new propagation paths not naturally present for over-the-horizon (OTH) radars or
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command- control- commun ication- intelligence (C3I') sy-stems, or to serve as the basis for mitigation
techniques against the effects of other ionospheric disturbances, either natural or man-made.
Through ftequency-scaled experiments. HF ionospheric research can be used to determine thresholds for
high-power RF systems to excite nonlinear ionospheric interactions, and their associated propagation
degradation and plasma turbulence effects. Furthermore, multi- frequency HF ionospheric heating can
be applied to the development of new techniques for generating wide-coverage low-frequency
communications signals.

As an active experimental -procedure, WF lor~spheric modification is a complementary technique to
other current experimental approaches used in C I research, such as those employing chemical releases
or studying large-scale equatorial spread-F disturbances. The HF experimental philosophy is usually
one of driving the ionospheric plasma, through wave self-action and parametric wave-plasma
interaction effects, to the desired experimental initial conditions, removing the external RF driving
force, and releasing the ionosphere to relax back to its ambient state through natural plasma
processes. This kind of approach is particularly well-suited to the study of late-time structural
phenomnenology such as striation drift and decay.

HF ionospheric modification experiments can have several advantages over other exper~mentftdi
strategies for the investigation of ionospheric disturbances and their dynamic evolution Because
Arecibo and Platteville both represent geomagnetic mid-latitude locations, the ionoi-!,ere is usually
calm and stable, an ideal plasma laboratory-without-walls. HF/ionosphere jný,eraction physics is
relatively well understood; we can produce ionospheric disturbances so.as plasma striations on
command in a known and reproducible manner. This control allows -_ to study disturbance fo.'mation,
development, drift and dissipation unde- a variety of nritL.,al ionospheric conditions. In this
respect, the disturbances are evolving in a natu,ir_ 0' plasma, with on-going recombination and
(daytime) photodissociation, similar to ot!hý,r ionospheric scenarios of interest such as the
high-altitude nuclear environment. No 'zajor natural instabilities are required to generate the
HF-induced ionospheric disturbance-', and exrerima,,ts are not restricted to any particular time of
day. As a result, ionospheric ý7:uueures such as striations can be studied as a single phenomenon,
not as the consequence of some complex, interactive system of events. In addition, in this
controlled eXoeris,-ent*-' environment programs can easily be oesigned and carried out to investigate
the actual effect,- of ionospheric disturbances on specific C31 systems.

THEORY OF NONLI14EAR PHENOMENA

This section of the paper describes qualitatively the principal nonlinear phenomena that can be
excited by high-power radio wave propagation through the ionosphere. Detailed quantitative analysts
of the described phenomera can be found in Gurevich (1978) and Fejer (1979).

Change in the Absorption and Modulation of the Wave. The collisional heating and cooling pr~ocesses
of the ionospheric plasma are all dependent on the electron temperature, Heating of the electronrs in
the field of high-power radio waves produces a change in the collision frequencies of the electrons
with the ions and with the background neutral molecules and atoms, affecting the radio wave absorp'.
tion. As the electrons gain energy from the radio waves and from solar UiV radiation, they also lose
energy by collisions with atoms and molecules of the background gas. In the collisiorF.-dominated
lower ionosphere, thermal cotiduction is not an important cooling mechanism and the collision fre-
quency increases with increasing electron temperature. The wave absorption therefore strongly
increases with increasing wave power, limiting the penetration of high-power radio waves into the
interior of the plasma. The field of the wave reflected from the ionosphere may even decrease with
increasing incident radiation power.

The most effective kinds of electron energy transfer collisions in the lower ionosphere are
inelastic interactions with0,. nd N•2 , producing rotational and vibrational -xcitatiol, arid clli-
si ons wi th atom ic ox ygen,. pri5d uc ing excitation of hyperfine levels of the fP ground state. For
sufficiently strong radiatioti, the rate of heatIng may increase much faster than the normal cooling
interactions, initiating a rapid increase in the electror temperature that continues until compen-
sating processes set in that limit the temperature rise. The net result is a phenomenon originally
described at an electron thermal runaway (Holway and meltz. 1973)e We now understand that the
compensating processes that saturate the heating develop quickly enough to preclude an actual runaway
in electron temperature, although significantly enhsnced electron heating can occur (Perkins and
Roble, 1978; Duncan and Zinn, 1978).

In the upper atmosphere thermal conduction is the principal cooling process, rapidly diffusing
excess heat along the geomagnetic field lines. In addition, at these altitudes wave absorption
decreases with increasing wav. power. As a result, the ionospheric pla:saa becomes more and mrore
transparent to higher power radio waveo, and much longer propagation paths become possible.

Electron heating can affect the electron-ion recombination rates, changing the local ionospheric
density. Differential heating and associated thermal gradients can cause redistributions of the
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plasma. Heating-induced chnnges in the local ionospheric conductivities can be used to generate LF
and VLF raclo waves Rnitted from the heated ionospheric regions. As a result of the nonlinear
dependence of wave absorption on the incident field amplitude, strong amplitude-modulated radio waves
may suffer Pppreciable self-distortion of their modulation as they propagate through the ionosphere.

Analogcus nonlinear distortions can affect the waveform of the envelope of strong radio wave pulses.

Change of Wave Refraction and Self-Focusing. Natural density fluctuations in the ionosphere cause
small variations in the index of refraction of the plasma, resulting in a slight focusing and
defocusing of an electromagnetic wave propagating through the medium. The electric field intensity
increases as the incident wp%'c refracts into regions of comparativcly underdense plasma. Ohmic
heating and the electrio-field ponderasotive force (a radiation pressure) then drive plasma from
these focused regions, further amplifying the initial perturbation. This self-focusing process
continues until hydrodynamic equilibriumn is reached, creating flield-aligned striations within the
plasma. This process is illustrated schematically in Figure 2.,

As a result of the change of the refractive index of the wave in the pla-vaa, the beam trajectory

is distorted and the wave's direction and propagation path are shifted. For radio waves reflecting
in the ionosphere, if thermally-induced imbalance, of ionization are not significant, the wave's
reflection height shifts upwards. Sufficiently powerful and narrow beams may then penetrate through
critical density layers in the ionosphere.

Even a weak plasma nonlinearity causes radio wave propagation trajectories to bend noticeably.
This leads to focusing and rilamentation of the incident radio wave beam, ýo the onset of wave field
intensity oscillations, and to stratification of the ionospheric plasma density. The resulting
large-sca)e field-aligned ionospheric irregularities can impose severe scattering, scintillation, and
distortion effects on other radio waves over a wide frequency range which may propagate through this
modified region.

Wave Interaction. The nonlinearity of radio wave propagation through the ionosphere also manifests
itself as a violation of the principle of superposition of waves. When a high-power radio wave
propagates through a plasma, it changes the absorption and refraction properties of the medium not
only for itself, but also for all othe- radio waves prssing through the same region. The radio waves
thus interact in the plasma. In particular, if the high-power radio wave is amplitude-modulated,
then the resulting changes of absorption can cause this modulation to be transferred to other waves
passing through the same region of the ionosphere. This phenomenon of cross modulation is of
practical importance for radio wave systems operating at medium wavelengths and for short pulse wave
interaction studies of the ionosphere. Absorption changes induced by strong radio waves can become
extremely large, and in practice can enable a strong radio wave to totally suppress or distort beyond
informational use other RF signals propagating through the perturbed region.

Nonlinear interaction between several high-power radio waves can also be used to generate new
radio waves at combination and difference frequencies, to drive resonant plasma oscillations
unstable, or to produce new LF and VLF radio waves by low-frequency modulation of a single high-power
wave. In addition, various normal components of the radio wave polarization nonlinearly interact
with one another in a magnetoactive plasma. This can lead to a nonlinear rotation of the polariza-
tion ellipse and to self-modulation effects. The nonlinear interaction of radio waves in the iono-
sphere can also generate throulh nonlinear wave transformation processes other types of electromag-
netic and electrostatic waves, such as plasma waves, whistlers, ion-sound waves, magnetohydrodynamic
waves, or acoustic waves.

Breakdown Ionization. In the fields of very powerful radio iwaves, free electrons may become accel-
erated to energies sufficient to impact ionize molecules and atoms in the ionosphere during colli-
sions. This electric breakdown of the neutral gas results in a rapid and large incr•t.e in thý-
plasma electron number density. The nonlinearity associated with this process also leads to a very
fast increase in the wave absorption, and to a rapid saturation of the wave field. The effect is
thus self-quenching. An equally strong increase occurs in the absorption of other waves passing
through the ionization region; the high-power radio wave effectively attenuates other RF signals
propagating through this medium. In addition, the artificial ionizatiun regions can be used to
scatter or reflect VHF and UHF radio waves which normally pass through the ionosphere unimpeded,
potentially impacting numerous telecommunications systems relying on transionospheric propagation.

Instability Excitation. High-power radio waves increase the electron temperature and change che
electron and ion densities in the modified ionosphere. Artificial inhomogeneities can easily become
unstable, such as with respect to flute, drift and ion-cyclotron waves. Ionospheric modification in
the field of high-power radio waves can excite new plasma oscillations and enhance existing oscilla-
tions, forming an electrostatically turbulent plasma environment. This strongly influences the
conditions of radio wave propagation in the modified region •f the ionosphere, causing additional
anomalous signal absorption and scattering.
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Resonant instabilities can be excited in regions where the radio wave frequency is close to some
natural oscillation frequency of the plasma. In these regions, the electromagnetic wave may excite
natural plasma oscillations through linear wave transformation. This process leads to the develop-
ment of small-scale field-aligned plasma striations and the effective absorption of radio waves by
the plasma. The resulting small-scale plasma irregularities also effectively scatter VHF and Udf
radio waves over a wide frequency band.

Another important nonlinear phenomenon that occurs in the plasma resonance region is the excita-
tion of parametric instabilities. Parametric wave-plasma interactions can generate enhanced plasma
and ion-acoustic waves in the field of a powerful radio wave. In addition, parametric instabilities
can lead to effective nonlinear generation of noise and to absorption of the incident radiation by
the plasma. Parametric interactions are usually accompanied by pulsations of the wave reflected
from the ionosphere and by the generation of energetic electrons (1-20 eV) accelerated as a result of
Landau damping of the enhanced plasma waves. Interactions between parametrically-enhanced electron
plasma waves may also lead to the formation of short-scale plasma striations capable of coherently
scattering VHF and UHF radio waves.

In addition to their local ionospheric effects, nonlinear wave-plasma interactions cay be
responsible for a number of new phenomena outside of the modified region. Electrons accelerated in
the perturbed F-region ionosphere and high-power low-fraquency radiation produced by wave modulation
or wave-wave interaction processes both may have a strong influence on the behavior of the
magnetospheric plasma. Wave energy absorbed by the ionsopheria free electrons ultimately may be
transferred through collisions to the neutral molecules and atoms of the upper atmosphere. This
process can result in noticeable heating of the neutral atmsophere, airglow both in the visible and
infrared, composition changes, and possibly the launching of acoustic-gravity waves and their
associated travelling ionospheric disturbances. Each of these perturbations, through their
interactions with other radio waves. ionospheric fields and currents, fast electrons, and
magnetospheric ,histlers, may themselves give rise to addition:' nonlinear phenomena.

EXPERIMENTAL HISTORY

The initial high-power high-frequency ionospheric modification facilities were constructed in
anticipation of rather gentle enhancements of the ionospheric free electron temperature, with
associated plasma redistribution. However, in addition to the expected Increases of the electron gas
temperature, a rich spectrum of plasma instabilities and nonlinear wave propagation effects were also
excited. The most prominent nonlinear phenomenon detected in these early experiments was associated
with HF-induced parametric instaoilities. producing enhanced plasma waves. anomalous RF absorption,
accelerated energetic electrons, and airglow excitation (Carlson and Duncan, 1977). These studies
benefited greatly from the active interest of many leading plasma physicists [e.g., Perkins and Kaw,
1971; Valeo et al., 1972; Fejer and Lear, 1972; Harker, 1972; DuBois and Goldman, 1972; Rosenbluth,
1972]. Reviews of results obtained in these early experiments can be found in special issues of
Radio Science (9. 11, 1974) and Izv. Vussh. Uchebn. Raved. Radiofiz. (18, 9, 1975; 20, 11, 1977).

The parametric instability mechanism entails a pump or driving field whose energy cascades into
plasma oscillations at two lower natural resonant frequencies in the plasma. In this case, the
high-power EF electromagnetic radiation provides the initial driving fiold, and the longitudinal
electrostatic electron plasma wave and the ion-acoustic wave (parametric decay instability) or
zero-frequency ion mode (two-st'epm or purely growing instability) represent the parametrically
enhanced oscillations. Radar measurements of the spectra of these enhanced plasma waves (Kantor,
1974; Showen, 1975; Duncan, 1977) investigated the enhtnced plasma wave structure, including
ediitional features apparently associated with the saturation of the parametrically enhanced
oscillations. These structures were satisfactorily explained in terms of a saturation mechanism
based on secondary parametric decay interactions, with the enhanced electrostatic plasma oscillations
acting as new pump waves (Perkins et al., 1974; Fejer and Kuo, 1973). The instability threshold and
saturation spectrum is affected by the local plasma collisicon frequency, density gradient,
geomagnetic orientation, and amplification of the incident radio wave through focusing (self-action
or pre-existing ducts) and Airy-structure swelling near the reflection altitude. Figure 3 presents
an ambient ionospheric electron density profile as measureo with the Arecibo incoherent backscatter
radar, and a corresponding profile measured with the added influence of high-power HF radiation,

( I showing a narrow region of parametrically-excited electrostatic turbulence near the HF reflection
height.

* Pulsed radar studies of the ionosphere often detect multiple o" spread return echoes. Such
echoes from the natural ionosphere have been used historically to .dentify and characterize an
F-region phenomenon called spread-F, and have been ittributed to electron deisity irregularities.
The physics behind the generation and maintenance of the irregularities is st.ll uncertain.
Morphologically, naturally occurring irregularIties ar- seen in the F-regton ionosphere with
fractional density changes as large as 10 to 10 in only a fe, 1. lometers. Satellite-borne probes
on Atmospheric Explorer have measured scale sizes from severs Kilometers to as small as 60 m,
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limited by the telemetry rate cn that information channel; coherent radar studies, partlcularly
involving the 50-MHz radar at Jicamarca, Peru, have measured spread-r echoes from structure with
3-meter scale size. A condition indistinguishable on an lonogram from naturally-occurring spread-F
can be generated reproducibly by illuminating the ionosphere with intense HF radio waves (Figure 4;
Utlaut and Violette, 1972). Experimental HF radar studies (Figure 5; Thome and Perkins, 1974), radio
scintillation measurements (Figure 6; Ge'-nantsev et al., 1976; Rufenasch, 1973), AE satellite meas-
uroments (Figure 7, J. P. McClure, 1977; Carlson and Duncan, 1977), and interaction region striation
mapping (Figure 8; Duncan and Behnke, 1978) have presented observational data to support interpreta-

tion of these large-scale spread-F effects as due to a thermal self-focusing instability (Perkins and
Valeo, 1974; Perkins and Goldman, 1980). Additional studies have confirmed that these HF irregulari-
ties apparently form with power spectra) densities similar to natural spread-F, barium cloud stria-
tions, and irregularity structure found in the high-altitude nuclear environment (Figure 9, Ganguly,
1980). Ray tracing simulations of observations have suggested scale sizes perpendicular to B of a
few kilometers, growth times of a few minutes, and saturation fractional plasma concentration changes
of the order of 10 (Allen et al., 1974), in general agreement with the experimental observations.
A different approach considering stimulated Brillouin forward scattering (decay of the electramag-
netic wave into another electromagnetic wave and an ion sound wave) has also been developed (Cragin
and Fejer, 1974), with collisional heating dominating the ponderomotive force and generating field-
aligned irregularities with perpendicular scale sizes on the order of 500 meters. Although the
initial approach differs, the physics of these mechanisms is quite similar.

VHF and UHF coherent radar observations of aspect-sensitive echoes from field-aligned irregulari-
ties have demonstrated the generation and decay of short-scale plasma striations on time scales on
the order of 10 ms. The short-scale structures are believd) to 'Je excited by secondary thermal
processes associated with the parametrically-enhanced electron plasma waves (Perkins, 1974; Vaskov
and Gurevich, 1975; Cragin et al., 1977; Lee and Fejer, 1978). Experimental observations of this
coherent scatter have been detected for radar frequencies from 50 to 400 MHz (Figure 10; Minkoff,
1974). The observed short-scale irregularities exhibit strong temporal and spatial variabilities

(Figure 11; Frey, 1980). The role of short-scale field-aligned plasma striationr in scattering of
the incident HF radiation, produrcing an overshooting of the WF -duced parametric effects, and as a
source of anomalous signal absorption in the HF interactio- . •glon, is a current subject of study.

As we can see ,.'rom the pre -ding descriptions, nonlinear phenomena accompanying ionospheric
modification by high-power radio ,aves constitute a rather diverse and extensive class of effects.
This is due both to the inherent variety of nonlinear effects in plasmas and to the great differences
in physical conditions found in the ionosphere as a function of time and altitude. Generally, the
predominant effects in the lower ionosphere are associ.ced with nonlinear changes in wave absorption,
while upper ionospheric phenomena are more usually associated with changes in wave refraction and
wave-plasma instabilities.

IONOSPHERIC IRREGULARITIES

The study of plasma striation dynamics using ionospheric modification by high-power radio waves
is just in its infancy. Previous observations have demonstrated that ionospheric irregularities can
be formed over a wide range of ionospheric conditions in a controlled experimental environment. A
comprehensive array of ionospheric diagnostics have been fielded to investigate the associated plasma
behavior. The principal experimental results are:

(1) Largf-scale ionospheric irregularities form preferentially with 500 m to I km dominant scale
sizes.

"(2) The irregularities consist of density fluctuations of An/n = 2-10%.
(3) These large-scale structures decay on time-scales of several tens of minutes to hours, but also

show significant early dissipation effect, on a time scale of less than a few minutes.
(4) Small-scale field-aligned striations form with scale sizes of approximately one-third meter to

several meters under specific ionospheric modification conditions and within a narrow altitude
region.

(5) The small-scale structure decays on tine-scales of less than 1 a.
(6) Both large- and small-scale irregularities drift together with apparently the background wind

velocities.

Our investigation of HF-induced ionospheric irregularities suffers m~st from a lack of
interaction with the theoretical scientific community studying irregularity stability and evolution.
We solicit your advice and assistance in pursuing this relatively underdeveloped experimental
capability. The observations to date address a number of unresolved phenomenological issues. These
outstanding questions include:

(1) Why do large-shale irregularities form preferentially with 500 m to 1 km scale sizes?
(2) Why do these large-scale structures decay with such long time constants, and what is the

dissipation mechanism?
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(3) What determines the geometry and spatial extent of the large-scale ionospheric irregularities?
(4) By what processes do small-scale field-aligned striations form and decay?
(5) What secondary instabilities are likely to develop during the evolution of the irregularities?
(6) How co ionospheric disturbances drift?

In addition to the above physics questions, we can begin to address the problems of designing

definitive experime~al programs to determine the s'.ze and duration of ionospheric disturbance
impacts on generic C I systems. The potential applications of HF ionospheric modification research
to controllad experimental investigations of RF system performance in disturbed ionospheric condi-
tions could be 'tigorously pu-sued if encouraged by the C01 scientific community.
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ABSTRACT

The results of 250 MHz scintillations ohservcd during ionospheric heating in both the overdense
(heater frequency below the crit:cal frequency) and the undcrdense (heater frequency above the cri-
tical frequency) cases with the high-power ,•igh frequency transmitter at Platteville, Colorado are
discussed. In the overdense case, stronq irregularities are found to be excited promptly within a
few seconds giving rise typically to scintillations in the range of 3-6 dB at 244 MHz. In the under-
dense case of heating, on the other hand, weak Irregularities are usually excited after some delay
and are found to cause i-3 dP scintillations in the 244 MHz - 249 MHz frequency range, although one
10 dB scintillation event was encountered on a field aligned propagation path. The temporal struc-
tures of scintillations in the two cases of heating are found to be very different, with slow
fadings dominating the scintillation structure in the underdense case. The spatial structures of ir-
rejularities generated in ths two czses of heating are discussed from power spectral studirs of scin-
t:llations and measurements of Irregularity drift speed from spaced receiver scintillation observa-
tions.

Obserations of radio star and satellite scintillations associated with ionospheric heating by

the use of the newly -instructed facility at Arecibo are also discussed. Radio star measurements
were conducted at 50 and 430 MHz while geostationary satellite observations with three spaced re-
ceivers were made at 250 MHz. These preliminary measuremen s indicate d~screte 'clumping' of irreg-
ularities near the center of the heated volume and a weak wavelength dependence of scinti;latlons.

IkTRODUCTION

It has bjen established that high power high frequency radio waves reflected from the ionosphere
can not only inroduce the expected modification of electron gas temperature and number density near
the altitude of reflection (Gordon et al., 1971; Utlaut and Cohen, 1971), but can also give rise to a
variet7 of physical phenomena related to non-linear plasma physics (for comprehensive reviews see
Perkins et al., 1974; Carlson and Duncan, 1977; Fejer, 1979; Gurevich, 1978). Among the various
manifestatlons of plasma instabilities induced by the heating experiments, the generation of artifi-
cial spread-F was one of the most striking and immediate experimental results (Utlaut et al., 1970;
Utlaut and Violette, 1972; Wright, 1973). The generation mechanism of long wavelength (%l ki) field
aligned irregularities remained obscire for quite sometime and is now attributed either to thermal
self-focusing (Perkins and Valeo, 1974; Th(xne and Perkins, 1974) or to stimulated Brillouin
scattering (Cragin and Fejer, 1l74), The substantial level of the ,pectral intensity of km-scale
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irregularities was subsequently demonstrated from the observations of scintillations of VHF/UHF sig..
nals received from radio stars and satellites through the artificially heated ionospheric volume
(Rufenarh, 1973; Pope and Fritz, 1974; Bowhill, 1974). Bowhill (1974) performed scintillation
measurements with both geostationary and orbiting satellites and established the field-aligned nature
of the irregularities, their transverse scale size and drift velocity. In all the above studies, the
heater wave frequency was below the critical freuqe.cy of the F region. Recently, Basu et al (1980)
have performed scintillation measurements on the ground and on the moving piatform of an aircratt
with geostationary satellites when the heating transmitter was operated at a frequency both below and
above the critical frequency of the F region.

In the overdense case of heating (heater frequency below the critical frequency), they noted a
prompt excitation of the irregularities causing as large as 10 dB scintillations at 250 MHz. On the
other hand, in the underdense case when the heatez frequency was aboLt 15% higher than the critical
frequency, they observed a delayed and often sporadic o,•et of long period scintillations not
generally exceeding 3 dB at 250 MHz. Perkins and Goldman (1981) have recently considered a theory
of self-focusing instability in an underdense ionosphere and have predicted the generation of sheet-
like irregularities aligned with the magnetic meridian that could have given rise to the scintilla-
tion effects discussed above.

In the present paper, #ie shail L-ilize our earlier geostationary satellite scintillation obser-
vations (Basu et al., 1980) performed in cojunction vith ionospheric heating at Platteville for a
study or the spectral characteristics of stintillations in the overdense and underdense cases of
heating. We shall also discuss our recent results of radio star and satellite scintillation measure-
ments in conjunction with ionospheric heating at the newly constructed facility at Arecibo,

EXPERIMENTAL DETAILS

The experimental details and the geometry of scintillation observations performed in cunjunction
with the heating transmitter at Platteville are outlined in Basu et al. (1980) and will not be
repeated here. During December 1980, radio star and satellite scintillation measurements were con-
ducted at Puerto Rico by using the newly constructed h.f. heating facility at Arecibo. Figure 1
shows the extent of the central heated region at 200 km altitude above the heating facility as
limited by the estimated half power beam circle at 5 MHz (35 kn E-W and 70 km N-S). Each of the
four transmitters were operated at 75 kw power level during the period of observation. Ordinary
mode heating was performed during the period of observation. The intersections of the ;onospheric
height of 200 km with the ray paths from the Roosevelt Roads Naval Station to the LES-9 satellite
are shown in Figure 1. The subionospheric (200 kin) tracks of several radio sources, namely Taurus,
3 C 166 and 3 C 210 as viewed by the 1000 ft radio telescope at Arecibo are shown in Figure 2. Radio
star scintillation data were acquired during the meridian transit of these sources. The LES-9
satellite scintillation measurements were performed at 249 MHz with three spaced receiving systems.
Scintillation measurements with Taurus were performed at 50 MHz with the 1000 ft reflector at
Arecibo. The 50 MHz rece;ving system was kindly placed at our disposal by Dr. J. R~ttger of Max
Planck Institute, Lindau, West Germany. The other radio sources were observed with the 430 MHz
receiving system of the Arecibo Observatory.

OBSERVATIONAL RESULTS

Figare 3a shows a 15 minute scintillation data segment that was obtained at Carpenter, Wyoming
by the use of 249 MHz transmissions of LES-8 satellite on March 13, 1980. The heater at Platteville
was operated at 9.9 MHz with ordinary mode polarization and the critical frequency of the F region
was 10.3 MHz. The normalized second central moment (S4) of intensity scintillations was 0.37.
Figure 3b shows the corresponding scintillation spectrum. The high frequency roll off starts at a
frequency of about 0.2 Hz and the slope of the roll off portion corresponds to a frequency If) de-
penJence of f-2.5. The observed slope is shallower as compared to the spectral slope of natural
scintillations at midlatitudes. It should be noted that detectable spectral Intensity is obtained at
several Hz in the case of overdense heating.

In Figure 4a we show a sample of 249 MHz scintillation observed at Carpenter, Wyoming on March
13, 1980 during an underdense heating cycle. The heater frequency was 9.9 MHz during this cycle
while the critical frequency of the F region was 7.9 MHz. The quasi-periodic fluctuations are
reminiscent of naturally o-currlng scintillations caused by ionization gradients. Figure 4b shows
the corresponding scintillation spectrum which indicates that the spectral power is concentrated
below about 0.3 Hz with a very sharp high freqtency roll-off.

Figure 5a illustrates another scintillation data sample acquired at Carpenter, Vyoming on
March 13, 1980. The heater frequency was 9.9 MHz and the critical frequency was 8.5 MHz during this
underdense heating period. Figure 5b shows the corresponding power spectrum. Spectral power is
concentrated over the low frequency band and a very shallow slope (f-1.5) Is obtained over the roll-
off portion. The comparison between the spectra obtaired under two different kinds of heating
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indicates that while spectral power exists up to several Hz in the overdense case, almost all the
power is confined to f-equencies below I Hz in the underdense case.

We shall now examine the results of satellite and radio star scintillation mea3urements that
have been performed a• Puerto Rico in conjunction with ionospheric heating (on December 22, 1980).
Sustained heating cycles over several hours were maintained during this test In contrast to the 15-
minute or shorter duration of heating cycles employed at Platteville.

Figure 6 shows 249 MHz scintillations observed at Roosevelt Roads station during an overdense
heating cycle. The heater at Arecibo was operated at 5.1 MHz and radiated ordinary mode polariza-
tion. The ray path to the satellite intersected the western fringe of the half power beam circle as
shown in Figure 1. Scintlilation Index oF 2.5 dB corresponding to the S4 Index of about 0.15 was
obtained.

Figure 7 shows scintillations observed with the Taurus radio source at 50 MHz during an over-
dense heating period. A peak to peak fluctuation of 3.7 dB corresponding to S4 index of 0.21 Is
obtained.

Figure 8 shows scintillations observed with radio source 3 C 166 at 430 MHz during another over-
dense heating period, Maximum scintillation activity of about 0.8 dB was recorded. if we compare
the scintillation levels obtained with Taurus and 3 C 166 at 50 MHz and 430 MHz respective!y, a very
weak frequency dependence (f-.5) of scintillation is obtained, it should be emphasi;ed, however,
that the above comparison is not strictly valid since the measurements were not simultaneous. How-
ever, we make the assumption that steady state healing conditions were achieved and the background
ionosphere did not change greatly during the fifty-minute delay between the two sets of observwtions.

Figure 9 shows the weak and slow variations of signal intensity of 3 C 210 at 430 MHz when the
`ieater frequency was marginally higher than the critical frequency. Such variations of signal inten-
"sity were recorded briefly during underdense heating as was the case also at Platteville.

The interesting differences of the irregularity characteristics in the underdense and overdense
casts t,4' heating as discussed in this report needs further study. We plan to perform similar exper-
ments with ground based and airborne instruments at Arecibo later this year.
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VERTICAL INCIDENCE PULSE ABSORPTION MEASUREMENTS DURING
HIGH POWER RADIO WAVE HEATING OF THE D-REGION

A. A. Tomko, A. J. Fcrraro and H. S. Lee
Department of Electrical Engineering

Ionosphere Research LaboratoryPennsylvania State University
Universety Park, PA 16802

ABSTRACT

A vertical incidence pulse absorption experiment was conducted at the Arecibo HP heating fa-
cility in order to measure the change in absorption on a diagnostic wave arising from HF heating
of the ionospheric plasm. For a heating frequency of 3.175 MHz, left circular polarization and
an effective radiated power of 60 MW, a 9 db change on a 2.4 MHz diagnostic wave was observed.
The absorption measurements were made after sunset and are consistent with predicted values for
this time, based o:t plasma heating theory.

INTRODUCTION

Measurements oi tadio wave absorption by the vertical incidence pulse sounding technique (Al meth-
od) have been used routinelv by numerous experimenters for studies of the natural variations of theionosphere (e.g. Gnanalingam and Kane, 1973, Ganguly, 1974). This technique has also been employed
as a straight forward means of monitoring plasma modifications resulting from high power radio wave
heating of the ionosphere. Measurements of this type were performed at the Platteville, Colorado
high power HF transmitting facility during the early seventies, and were summarized by Utlaut andViolette (1974). The Al absorption measuremeats were made on a 2.667 MHz d4agnostic wave and showed
about 6 dB increase in absorption over the two-way path from ground level to the diagnostic wavereflection height in the E-layer and back, as the plasma was heated at frequencies between 3 to 6 MHz
and at an effective radiated power of about 100 MW. Diagnostic wave absorption was observed to in-
crease promptly (< 40 ms) after turn on of the heating transmitter, but the time required for the ab-sorption to return to its unheated level following a long period (10 min.) of CW heating was very
slow (• 10 min.). The prompt increase in absorption is attributed to the change In the electron-
neutral collision frequency as the electrons are quickly heated by the high power wave field, while
the long term recovery is most likely due to an electron density modification arising from the elec-
tron temperature dependence of various ion chemistry reaction rates (Meltz et. al., 1974; Tomlo et.
al. 1980a).

This paper will present the results of Al absorption measurements made during the Fall, 1980ionospheric modification program (Djuth, 1980) at th new high power ihF transmitting facility of the
National Astronomy and Ienosphere Center on the island of Puerto Rico. The Al absorption measure-
ments were made using a portable 2.4 MHz ionospheric sounding system developed at Penn State.

THE NAIC HEATING FACILITY

The NAIC HF heating facility is located on the northeast coast of Puerto Rico near the town of
Islote, about 50 miles west of San Juan. The facility has four 200 KW transmitters which drive a4 x 8 array of non-planar log periodic antennas operating in the backfire mode (Trask, 1979). The
maximum directive gain of this array is expected to exceed 23 dBi over the 3 to 12 MHz range, giving
an effective radiated power of over 160 MW. The half power beam width of the array is about 10 de-
grees.

THE 2.4 MHZ SOUNDING SYSTEM

The Penn State Al sounding system was located 5 km southwest of the HP heating facility at
Higuillales. This site was chosen because it is close enough to the heating facility that the ver-tical sounding intersects the main beam of the heater in the D-region, it is in mountainous terrain
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thereby providing good shielding of the receiving equipment from ',.le heater ground wave, and it is
the only available stte where direct communications with both the heating facility and the main NAIC
facility, Arecibo Observatory, were available. A block diagram of the sounding system is given in
Figure 1. The sounder consists of a 2.4 MHz transmitter with a peak povier output of 5 KW which
drives an inverted V dipole antenna. The transmitter is pulsed at a rate of 300 pulses/s and the
pulse width is about 330 us. The receiving system is a modified version of that developed by Sulzer
S1973). Tne receiver has a gain of about ]0 and a bandwidth of about 60 KHz (a compromise be-
tween narrow band for improved signal to noise ratio and a short rise time ('\ 3 vs) for accurate
location of the detected echo. The receiver contains automatic gain control circuity developed by
Sulzer (1979) to keep the detected receiver output constant for wave interaction measurements. The
response time of the AGC system is about 0.05s. The AGC system generates a voltage which is pro-
portional to the lcgarithm of the RF input voltage and thus serves as an indicator of diagnostic
wave absorption. The AGC voltage was sampled using a 12 bit A/D converter. Data collection and ex-
periment control were provided by a microcomputer and the digitized AGC voltages were stored on 5"
floppy disks. The status of the heating transmitter (ON or OFF) was simultaneously sampled and re-
corded.

EXPERIMENTAL RESULTS

Table 1 gives a quick summary of the experimental conditions under which 2.4 Aliz absorption was
m easured. On 8/29, all four heating transmitters were operational at 75KW on 3.175 MHz. Based on
the model calculations of Trask (1979) the antenna gain at this frequency is about 23 dB (allowing
3 dB for losses). The effective radiated power for this day was thus estimated to be about 60 MW.
On all of the other dates listed in Table 1, failures in one or more of the heating transmitters and
their aspociated feedlines restricted the heating capability of the Islote HF facility to two trans-
mitters operating at 75 KW or less and driving half of the 32 element array. The effective radiated
power on these dates was , 15 MW. At this reduced level of heating no correlated variation in Al
absorption with heater atatus (i.e. OFF or ON) was observed., Accordingly, the data presented here
are the 60 MW results from 8/29.

Figures 2 and 3 illustrate the observed variation in Al absorption at 2.4 MHz due to CW heating
at 3.175 MHz and 60 MW ERP. The 2.4 MHz signal level at the input to the receiver is plotted in
decibels relative to l1mVpp as a function of time. Typical strong daytime echos from an unheated
ionosphere are about lOmVpp. The data plotted in these figres has been digitally low pass filtered
to a bandwidth of 50 mHz to minimize noise and short term variability of the data aud thus give a
relatively smooth plot, The dark bars at the bottom of each figure indicate periods when the heating
transmitter was on while the white areas indicate periods of heater off,

Figure 2 presents a 23 minute segment of data at the start of the observation period on 8/29.
The HF heating transmitter was on at the start of this period and the diagnostic signal level was
relatively strong. Sunset occurred shortly after the start of the experiment and is readily apparent
as a sharp drop in s.*gnal strength starting at about 1814 LT. A similar drop in signal level is
observed at sunset during unheated condilions. The heating transmitter was turned off at 1820 for
a three-minute period and a rapid increase in signal level was observed. The average signal en-
hancement during the off period was 8.4 + 6.5 dB.

During the period 1856 to 1929 LT the 11F heating transmitter was turned off and on at one min-
ute intervals. Figure 3 shows the variartoi, in 2.4 MHz absorption over a segment of thib j.riod.
The average increase in signal level during the heater off periods was about 9dB.

COMPARISON WITH HF HEATING THEORY

Theoretical estimates of the dependence of 2.4 MHz absorption on HF heating power and frequency
have recently been givev by Tomko et. al. (1980b). These estimates were based on classical magneto-
ionic theory and current kn-wledge of electron energy loss rates. The approach taken was to obtain
simultaneous solutions of the coupled differential equations governing power flow and electron
energy in order to determine the change in electron temperatiae due to various levels of HF heating.
The resultant electron temperature distributions were then used to compute the change in 2.4 MHz
absorption over the two way path from ground to the wave reilection height and back again. The cal-
culations of Tomko et. al. (1980b) were for daytime conditions corresponding to a solar zenith angle
of 300. In this work, similar calculations have been performed for electron density models corres-
ponding to solar zenith angles of 30, 60, 70 and 800. These models are given in Table 2, asid the
resultant electron temperature distribution and change in 2.4 MHz absorption due to HF heating at
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3.175 MHz is given in Table 3. The electron temperature distribution is given in terms of the ratio
of the heated electron temperature to its ambient unheated value. Two sets of values are given: one
for 60 MW and another (in parentheses) for 120 MW of heating. The change in 2.4 MHz absorption due
to these two levels of heating, the diagnostic wave reflection height and the height of the peak in
the heated electron temperature distribution are also given in Table 3. The numerical model used in
these calculations covered the 50 to 120 km region and could not be used much beyond X - 800 because
the reflection height moves progressively upwards as the solar zenith angle increases. Nevertheless,
it is apparent from the results given in Table 3 that the change in Al absorption due to HF heating
should increase with solar zenith angle, as the upper ionosphere is more effectively heated. The
limited experimental data available would seem to support these theoretical predictions since the
sunset change in absorption at Puerto Rico given here (% 9dB) is larger than that observed at Platte-
ville during the daytime ('ý 6dB) despite the fact that the Platteville heating power may have been
larger (100 MW compared to 60 MW at Islote).
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ABSTRACT

The ionospheric plasma may be used as a nonlinear active medium for the generation of radio
waves in the ELF/VLF frequency range. A number of different concepts have been proposed which seek
to avoid difficulties associated with large and inefficient ground or satellite based antennas by
creating a "virtual" antenna in the ionospheric plasma. There are two major approaches to the pro-
blem of creating a radiating curre't pattern in the ionospheric plasma without the use of solid :on-
ductors. The first approach involves the use of ground based pulsed r.f. transmitters or "heaters"
to generate a periodic variation in the ionospheric conductivity in regions where strong natural
current systems exist. The result is an A.C. component of current which radiates at the des

4
red

frequencl. Modulation of the parallel conductivity in the auroral electrojer, for example, leads to
the formation of a closed circular Hall current pattern which acts like a vertical magnetic dipole
antenna. Modulation ot the Pedersen or Hall condurtivities in this region produces a double vortex
current pattern with a strong linear component in the center, which acts ltke a horizontal electric
dipole radiator. Studies are now being conducted to determine the optimum altitude for modulation,
power requirements, etc. Preliminary results suggest that systems of this type should be feasible.
The second approach to the creation of a vIrtual antenna involves the generation ind mode ccupling
of two higher frequency waves to produce the ELF/VLF signal. In simplest form, this machod involves
the transfer of energy from two waves (w .k ) and (wc,k,) to a low frequency third wave (w,k)
"which satisfies the condition w = w - << w , w, and k - k 0-k1 in some region of the ionosphere.
Thus one can use efficient high frequency traRsmitters radiating either from the earth or from
satellites to produce low frequency radiation. Many varlations of this scheme are possible,
depending on the choice of high frequency modes, excitation geometry, etc. Again, results of ore-
liminary studies of systems of this type are promising. While some of these ideas hr re been sugges-
ted previously, considerable additional research ia needed in order to establish an adequate
theoretical base for experiment design and for assessment of the feasibility of these concepts for
communications.

INTRODUCTION

A key havy communications channel, especially ior submarine communications, utilizes VLF and
ELF frequencies. The technical and polit±csl problems associated with direct generation of ELF
wa'Tes by ground baseA large antenna arrays

1 
(i.e., Sanguine and Seafarer projects) have been

recently reviewed by Starkey.
2 

However, recent progress in theoretical and computational plasma
physics,

3 
allows us to look confidently to the possibility of ELF generation and coupling in the

earth ionosphere waveguide, by utilizing the ionospheric' plasma as an active medium.
4 

The basic
idea involves the formation of a virtual ELF antenna in the ionospheric plasma, using modulated HF
ionospheric heaters.

4 
The resulting interactions are mainly nonlinear and gv much beyond the usual

Luxemberg effect type ideas. Conceptually, a variety of possible schemes could arise, depending on
the use of particular nonlinear interactions and HF heaters based on the ground oi space. In this
paper we present preliminary results, with respect to two potential schemes. The first one relies
on modulating pre-existing ionospheric currents, such as the auroral or equatorial electrojet, at
ELF frequency, by modulating the conductivity of the ionospheric plasma through which they flow.
The second relies on modified stimulated forward Brillouin sc .. tering, of two HF modes off a low
frequency compressible Alfven mode.

4
'

5 
The excited Alfven ionospheric eigenmode, couples in the
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earth ionobphere waveguide and the horizontal part of its electric field penetrates into the water.
1. -hould be stressed that a major advantage of exciting the waveguide ftom the ionosphere rather
than the ground is the fact that the relevant wavelengths in the dielectric are 103 smaller than in
free space due to the high refractive index. We proceed below to discuss the two concepts sepa-
re Lel i.

CURRENT MODULATION

The first approach involves using a powerful ground antenna to modulate the ambient electron
temperature Te at a low frequency. The Te variation changes the electron-neutral collision rate v
and indirectly modulates the ambient plasma conductivities through their v dependence, i.e.,

He . v Z 0/((1
2 + V2~

[Pe [V/(0 2 + V2)J (1)

where fl is the electron gyrofrequency and OPe, GHe, 3,e re the Pedersen, Hall and parallel conducti-
vities of the electrons, respectively. Any ionospher c current, therefore, oscillates in the modi-
fied region at the specified frequency. The current perturbation serves as a "virtual" antenna to
radiate electromagnetic waves. In estimating the ELV efficiency of the concept, the following compu-
tations should be performed: (a) Determination of the ionospheric region where Te relaxes to its
ambient value at a rate T-1 much faster than the ELF radiation frequency w (i.e., WT << 1); (b) the
energy deposition altitude profiles of the HF power, and the resulting modifications in the Te and
the electron conductivity profiles; (c) the modulated current patterns self consistently created by
the conductivity modulation; and (d) the resulting antenna strength as a function of the frequency
and the HF radiated power. We have developed a series of coupled numerical schemes to achieve the
above tasks. We present below some very preliminary results, for a typical sizuation of an HF
antenna with ERP (ERP - power x antenna gain) 100 MW, modulated at 100 Hz, for auroral electrojet

parame'rrs., We again caution the reader that the results are very preliminary and should be used
ith caution.

The answer to the first question can be found by the following considerations. The large heat
capacity of the neutrals does not allow any significant ion temperature change. This restricts the
interesting altitudes to regions where the electron conductivity dominates. According to Fig, 1,
which plots the ambient conductivity profiles versus the altitude, this region lies below 100 km in
altitude. Another important factor in determining the optimal heating region arises from the relaxa-
tion process of electron energy. Specifically, in order to modulate the electron temperature at ELF,
Te must relax to its ambient value in a tOne scale shorter than the modulation period. Therefore, we
are restricted to conduct the experiment In a region where 6v > f, with 6 the average fraction of
energy lost in each collision (6 - 10-3) and t the medulation frequency. This additional requirement
further limits the interesting region to under 90 km in altitude.

In computing the conductivity modifications the electron temperature Te (C) is given by

e_(2dTe K•z-)"exp [-2f K(zI )dzI - ve(Te-Teo (2)
dt T~N/ _4irz2  ex f 'eJe 2

where Qo is the effective radiation power (ERP). The absorption coefficient K(z) corresponds to the
inverse of the local wave attenuation length and, for the case of para-lel field propagation, can be
expressed as + 

2
K(i) 7 e V 3

where the + and - signs correspond to the polarization of the ordinary (0) and extra-ordinary (X)
mode, and we is Zhe plasma frequency. We -ote that at lower ior.ospheric heights Lhc electron heat
conduction is neg;igible and the electron density variations are due to changes in the recobina'ion
rate which are also negligible. Equations (2) and (3) constitute the basic heating equations and
can be solved by n,°merical integration. Heating curves are presented in Fig. 2 for the typica]
case; we plot the electron temperature Te as a function of altitude after 1 msec of X and 0 mode
heating. Most efficient absorption is ensured by selecting the frequency atwh- n which maximizes
the absorption coefficient in (5). One important feature of this figure is that the wave energ) c:
the X mode gets absorbed rapidly at 70 km with little heating observed above 78 km. This can be
understood as follows. Ate -. , the absorption coefficient has the simple relatlk.n K(z) c Ne(z)/
v(i). A sharp decrease in Ulfrom 60 to 70 km lea,' to a marked increase in K(z) and suppresses dis-
sipation by reducing the background neutral collisions. This creates profound peaks in the tempera-
ture profile. At a higher heating frequency W- 9, as shown in the sane figure, the absorption
coefficient K(z) - Ne(z) V(Z)/w

2 
decreases grhually with height and the heated Te profile exhibits

no peak. This suggests that th1 heating characteristics ar• sensitive to both wave frequency and
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background neutral and electron concentrations. In Fig. 2, the percentage changes of total
conductivities at the temperature peak (for the X mode) are estimated to be -35Z for op and -70%
for OH-

To simplify the description of the ionospheric current modulation, we reduce the problem to two
dimensions by introducing the height-integrated conductivities Ep and EH. The height-interated
current density is then

J E

wherer.

J(x,y) .-_E . (4)

is the conductivity tensor., The total electric field E is the sum of an ambient field E and a per-
turbation E1 - -V$, with Eo pointing in the x direction. Frotm the current continuity equation
V.= 0, we obtain

-FP W-x •• + ý- -F- ="" +o "-`-:9( E - E'o arT (5)

Thiq equation is solved numerically for *(x,y) with a given set of -p and E profiles. Knowing *,
one can calculate the current Perturbation J1 from the expression

S_ - - V• (6)

An Illustration of this current pattern is presented in Fig. 3.

From this figure we can see that the current perturbations form a double vortex flow pettern
with a strong linear c. aponent in the center. This component is in the opposite direction of the
ambient Pedersen current and is located inside the main lobe of the conductivity profile.
As seen from Fig. 3 the flow pattern corresponds to- an equivalent norizontal electric dipole radia.
tion source. The strength of the dipole can be determined, by numerically integrating over the dis-
tribution J I(x,y). The resulting dipole moment for ionospheric electric fields of the order
E - 25 mV/m, is on the order of 10" Am. Using Wait's formula, 6 

we can estimate the ELF field on the
ground as E - 10-6V/m and H F 10-7 A/m indicative of interesting signal to noise ratios.

PARAMETRIC EXCITATION

The parametric excitation of ELF, does not rely on the preeence of ionospheric currents,
providing us with greater freedom in site selection and relative independence from the ionospheric
state. The particular nonlinear mechanism considered is the parametric decay of an HF pump radio-
wave (wo, ko), where »o >> % into a low frequency (w,k) compressional Alfven wave and a high fre-
quency sideband w, - wo - a, k1 ko - k, which is also directly driven from the ground. The
double resonance excitation is advantageous over the single parametric excitation for ELF communica-
tions, because it tunes the desired ELF frequency and reduces the instability threshold. Since for
ELF frequencies w << wo, «k• << k, the process is analogous to forward stimulated scattering off
Alfven waves. In order to determine the coupling effiidency and the instability threshold, we com-
pute first the ponderomotive force due to the waves (wo,.k) and (w1 ,k1 ) and from this the growth
rate yo for a homogeneous plasma. Following the derivation of Papadopoulos et al.,E we find

k 
2
V 2Wi

- •Y o (7)

0
where kx is the wave-vector in the direction perpendicular to both E^ and the ambient magnetic
field, Wi is the ion plasma frequency and Vo 2 

- e Eo 2 me2oo2 . As an order of magnituue result
Y) !0 2

sec-1, for a 10 MW, 5 MHz transmitter with a G = 103 at ionospheric altitudes of 120 km.

Due to the existence of the vertical density profile and the finite region of the interaction,
the wave resonance conditions are satisfied only locally.- We should therefore eýnamine the boundary
value inhomogeneous problem. Using the Rosenbluth techniques, 7 

and taking the x axis as the verti-
cal (parallel to Vn) and z as the horizontal, we find that in the WKB approximation the mode coupled
equations read

5

Y-O -y 0 (z) 61 ex (8)
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ale fikx (9)
at ax YO (z)e e 2I9

where VA/c, e Ey(•o/W), V = VA2 k/a. yg, - C2 (k-k /w), and VA is the local Alfven speed.
.e:ailsof the numerical solution of the abcve Eqs. can be found in Papado ou cs et al.5 We restrict

ourselves here to some of the key points. For gaussian pumo profile e-x /L, the growrh rate as a
function of the extent of the pump is shown in F4g. 4. This was computed for the particular case
where the parameter

O2 dk-1

X ~ ' T02 dk (10)
SV Vx d(

was X = 2 (it cortesponds to HF power density .5 W/m2 at 5 MHz, for w - 102 at 120 km altitude). It
is obvious from Fig. 4 that the instability is absolute for values o' yoL(Lwo)/kzcVA between 1 and
9. The growth rate maximizes at

_Yzax ' 0.2y 0  (11)

This condition can be achieved by a 20 MW transmitter having a large gain G A 104 (i.e., L s 3 km).
For more details on this scheme we refer the interested reader to Papadopoulos et al. 5 A determina-
tl',n of the amplitude of the excited waves requires a norlinear theory and is presently under con-
sideration. The theoretical upper limit will be given by the Manley-Rowe relations, which will give
power levels in the source region of the order of (w/wo) ERP As 103 watts. We are therefore aiming
at only a few percent of the theoretical limit.

SUMMARY AND CONCLUSIONS

We have presented her., some preliminary results indicationg that with present day technology ELF
waves at powers of interest for submarine communichtions. could be generated. In the karrent
analysis only the simplest approach has been examined. Effecte such as the three dimensionality of
the currents, the role of the ponderomotive force on local density profile modifications, anomalous
HF absorpcion and many others are presenitly under study and will be reported in time.

At this point we should comment on the experimental stage of the ideas. A number of results
have appeared in the literature, following the initial suggestion by Papadopoulos 4 of their poten-
tial interest for Navy comnmunications. The most extensive work has been done in the USSR; however,
very few results appeared in the literature. The most interesting result was reported by Kapustin
et al., 8 which showed 2 kHz generation from 5 MHz modulated pumps. The opening of the :.romso,
Norway, heating facility last year by the Max Planck Institute, cffers the possibility of testing
some of these ideas.9 Actually, Kopka and Stubbe (private communication, 1980) have observed, on the
ground near the antenna site, low frequenev waves (500 Hz - 2 kEz) when modulating auroral electro-
jet currents at the appropriate frequency, They also detected micropulsations. Finally, we should
mention an ongoing effort at the Pennsylvania State University, which is still at a very preliminary
stage. 1 0 In surmary, the experimental results are very rare, not well documented and not properly
guided by theoretical planning to produce conclusive evidence of the particular interactions occur-
ring and their potential optimization. The preliminary evidence is, however, positive.

In cnncluding we should mention that a well coordinated experimental and theoretical effort is
urgently needed in this area. The design and optimization aspects require extensive theoretic non--
linear plasma physics input, and cannot be achieved by zandom experimentation. From the other side,
idle theorizing without expeicimental guidance is apt to be an equally futile exercise, as far as
practical systems are concerned.
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ABSTRACT

During an ionospheric modification experiment on September 13, 1980, the Arecibo Observatory
Heater was operating in an on/off mode with a one minute period for each. A U.S. Navy low
frequency transmitter at Isabella, Puerto Rico emitted a continuous radio wave at 123.7 KHz.
Receivers at Vega Alta, Puerto Rico observed, at times, very strong (6dB or more) enhancements of
the longitudinal magnetic component of the received LF radio wave, when the heater changed state
from off to on or reverse. The greatest relative enhancements occurred when the time-varying LF
ionospheric signal was weakest. A possible explanation of this observation may be based on the
concept of interference because of multipath propagation within the ionosphere.

Introduction

Previous HF ionospheric heating studies have not shown a very strong heater effect on low
frequency (LF) electromagnetic waves reflected from the lower ionosphere LReference 1, ?, 31.However, in a recent experiment the action of an ionospheric heater at the Arecibo Observatory*
twice immediately changed the amplitude of a radio wave (123.7 KHZ) by up to 10 dB. This result
indicates that the strength of reflected LF waves can become extremely sensitive to the state of
the ionosphere. Possibly, the observed r4,51 extreme variability of other long distance VLF
propagation paths has a similar cause,

Experiment

On the night of September 13, 1980 the Arecibo heater was illuminating the overhead ionosphere
at a frequency of 3.2 MHz with a repetitive one minute on, one minute off schedule. Continuous LF
(123.7 KHz) transmissions from the U.S. Navy broadcast station at Isabella, Puerto Rico were
received at Vega Alta, Puerto Rico on two orthogonal loop antennas (Figure 1). Widehand tape
recordings and narrowband real-time amplitude measurements were made. Because the distance between
the LF transmitter and the receiver was only 80 kilometers, the field measured by the transverse
loop was dominated by the groundwave and was relatively constant. The longitudinal loop was
insensitive to the groundwave and measured the ionospherically reflected fields, which varied over
a range of about 20 dB over periods of several minutes. The basic cause of this field strength
variation is undoubtedly slow changes in the ionosphere possibly caused by the motion of "patches"
of electrons and ions in the D-region. However, the magnitude of the variation (•5dB) was
surprising. FigLre 2 is a segment of the strip chart data gathered at this time.The on and off
times of the heater are indicated by labels. The events of interest as shown at times when very
rapid and abrupt increases of field strength coincided with heater transitions from on to off and
from off to on. The validity and synchronism of thi effect was confirmed hy playing back the tape
recorded data containing accurate time, a wideband replica of the LF signal, and a recording of the
AGC of an Wf receiver tuned to the heater signal. The effect-s were not accidental coincidences
with bursts of wideband atomospheric noise; rather, the ionospherically reflected wave itself
rapidly increased at both instants. When the LF signal was weak (20 dB below normal), the heater
induced modification in the ionosphere increased the signal by 10 dB.

*The Arecibo Observatory is part of the National Astronomy and Ionosphere Center, which is operated
by Cornell University under contract with the National Science Foundation.
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Discussion

The behavior of the LF waves reminds one of a multipath interference situation In wh.*h-h several
propagating waves cancel one another at a receiver location. When the cancellation is very
complete, only a small change in either propagation path is needed to break the exact out-of-phase
relationship between the waves and produce a large relative increase of field strength. To see
whether such an explanation is tenable, ionospheric reflection and transmission coefficients were
calculated as a function of frequency for the Puerto Rico experimental conditions using a nighttime
ionospheric profile (Fig. 3) taken from GaleJs (6]. The full-wave program develped by Pitteway and
Smith (71 produced the reflect!on ano transmission coefficients shown on Figures 4 and 5. The
rapid oscillations of the reflection coefficients with frequency add weight to the idea that a
Iimultipath fading phenomenon was at work. However, until controlled experiments over a wide LF
bandwidth can be performed, we cannot completely eliminate the unlikely possibility that some
wideband absorptive phenomenon is at rork in the Puerto Rican ionosphere and that the wideband
phenomenon was modified by the action of the heater.
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ABSTRACT

Laboratory experiments in which high power, pulsed electromagnetic waves interact with an
inhomogeneous plasma indicate that the generated nonlinear plasM phenomena depend on peak incident
power and not on pulse lenqth. The electromagnetic waves can penetrate beyond the cutoff and
produce large, enhanced electrostatic fields at the critical layer within 100 electron plasma
periods. The enhanced electric field pressure can be comparable to the thermal pressure and can
arcelerate ions and electrons to velocities much greater than their thermal speed. Large density
cavities (with 6n/n z 10%) can be created in a time shorter than the usual ion response time
because of the accelerated ion dynamics. These laboratory results havo beev: extended to create a
new and generalized concept co actively stimulate space plasmas with high power RF pulses of shcrt
duratici,. Recent observations at Arecibo Observatory support such short-pulse operations. A
pulsed, high power HF radio wave transmitting system will be used for the stimulation of the auroral
ionospheric plasma. The HIPAS field system, to be located near Fairbanks, Alaska, consists of a
2 MW transmitter and a crossed dipole antenna array. The transmitter consists oi a low power
oscillator and a series of amplifiers currently under construction at UCLA. Th:s system will pro-
duce a 1 msec pulse at 2 MW output power with a 1 Hz repetition rate. The antenna system will
consist of an array of crossed dipoles producing either left or right circularly polarized radia-
tion with a power density of approximately 1 mW/in at 100 km altitude during the first stage of
operation. Modul~rity of the transmitter-antenna elements will permit easy exp3nsion of the system
to much higher powers.

INTRODUCTION

Recent results in laboratory microwave-plasma interaction experiments inricate that .F pulses
of high peak power induce significant nonlinear effects at the critical layer where the incidept
frequency matches the plasma resonance. In this paper we describe an experimert that will extend
this method to the hiqh power pulsed excitation of the ionosphere in tho auro-l region [1]. Very
short HF pulses, one to ten milliseconds in duration, will suffice since the relevant electron
dynamics involves a submicrosecond time scale and the ion dynamics involves a tens of microseconds
scale. Additonally. laboratory experiments nave demonstrated that only the peak dF power, not the
total enercy, deiermines the amplitude of the excited mades. This permits constructing a pulsed
HF system et a fraction of the cost of a CW system of co,,arable power. A distinct advantage of
very high power excitation is that even ýn a collisional medium the. nonlinear effects dominate
because the fields are enhanced in a time much shorter than the collisional pcriod and particles
art accelerated over a distance much shorter thfn the mean free path. The active stimulation of
the auroral plasm has many significant advant.tes: (1) Thc density gradient scale length in the
auroral ionosphere can be as short as 1 km and :he critical heights can be as low as 100 kn.:
(2) Energetic a',,•ra' electron, provide free energy for the growth of certair. plasma modes: (3) The
site of the erperinert alclws the HF r~dio waves to intercept the earth's magnetic field cver a
wide range of arqles, permitting the excitrtion of a greater number of plasmA modes iri cne auroral
ionosphere,

The HIPAS field system 'would form the core of a program involvl.., firnd, laboratory and
theoretical studies aimed at the understandinq of ohenomena produced during high power, pulsed
ionospheric modification experiment,,. The new laboratory facility currontly under construction
at UCLA eill utilize a large vacuum chamber (2.3 m long and 1 4 m dlmete-), an RF produced plasma
and a high power microwave source (I MW) to simulate pulsed ionospheric experiments. To provide
an accurate simulation of the ionosphere, certain parameters inclo..dng X•o'L, tha ratio of the free
space electromagnetic wav;length to the density gradient scale length art.' w1 ce, the ratio of the
plasma frequency to the electron cyclotron frequency will be scale- to the ionospheric parameter
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range.

The HIPAS exper 4:ents include two classes of phenomena, namely those produced by single fre-
quency excitation and those by two or more frequency (douhle resonance) exciLation. The phenomena
of the first class include the excitation of plasr waves which enhance the plasma line, the
generation of highly localized intense electric fields, particle energization, caviton formation,
density profile modification, and variation of the auroral optical emission. The phenomena of the
second class which uses the modulation of the hiqh frequency resonance to couple to low frequency
resonances include the excitation of low frequency modes such as ion acoustic, electrostatic ion-
cyclotron, whistler, anC lower hybrid waves.

EXPERIMENTAL BASIS FOR PULSED IONOSPHERIC EXCITATION EXPERIMENTS

The field excitation studies described in this paper are based on previous field experiments
and on evidence that laboratory experiments can be scaled up to give data relevant to ionospheric
plasma applications. Table 1 demonstrates that the ranges of relevant parameters observed in the
ionospheric and laboratory plasma regimes are indeed similar.

TABLE 1 Critical Parameters for Evaluating Scaling Relationships

Parameter Laboratory Ionosphere

L I0 to lO 3  1O0 to lO1

0

E lO- to lO- lO"S to O-0
W0

4rnkE 10', to 10 10-6 to 104•nokTe (achieved) (expected)

In this table L is tire density gradient scale-lenath, 'Jo and Xo are the frequency and wavelength
respectively of the EM radiaticn, E is the enhanced electric field at the critical layer, v is
the electron-neutral collision frequency, Te is the electron temperature and no is the electron
density at the critical layer, n0 = meWo 2/47Te2 .

The initial experiments were performed in larqe (2 m diameter x 2 m length) unmagnetized
laboratory plasma systems at UCLA. They involved linear conversion of electromagnetic (EM) to
electrostatic (ES) waves, resonant enhancement in the presence of electron-neutral collision,
caviton formation and particle acceleration [2,3J.

An electromagnetic wave (with frequency wo and electric field Eo) incident on an inhomoqeneous,
unmagnetized plasma will penetrate the plasma until it reaches the reflection point. However, the
component of Eo parallel to the density gradient may be enhanced by plasma resonance at the critical
layer where the EM frequency is equal to the plasma frequency W3 . A simple physical picture ex-
plains this enhancement. The incoming EM energy flux travels into the critical layer at the speed
of light. Whatever energy is transferred by resonance to the plasma convects out of the critical
layer in the form of ES waves at approximately the group velocity, which is much smaller than "he
speed of light Aith which the EM ener -v convects in. The result is that a large enhanced electric
fieid is produced close to the critivil layer.

The linear conversion of EM waves to ES waves has been observed in the laooratory [2,3J where
the propagation of electron Vlasma waves down the density gradient from the critical region was
studied. Enhancements of 10 in the electric field we-e observed. The enhanced electric field
was foUrl to rise quickly with a rise time of lO(21/rwp). It is on the basis of this rapid enhance-
ment that a pulsed, high power field experiment is being s~t up. The region of enhanced, electric
field is apprcximately 20 Debye lengths (XD) in thickness parallel to the density gradient; it is
centered close to the critical layer. A recent experiment at high electron-neutral collision
"frequencies with v/wo = 2 x 10"' (auroral E layer conditions) revealed that the amplitude of the
enhanced field increases as the electron-neutral collision frequency is increased (within certain
conditions). This occurs because collisions reduce the number of fast electrons in the background
plasma; these fast 0lactrons can be accelerated by the localized RF field through transit-time
damping, inhibiting the growtn of the enhanced electric field.
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At hiqh power, the enhanced, localized electric Hield can induce substantial nonlinear pertur-
bations in the density profile. The gradient of the enhanced electric field pressure, or the
ponderomotive force, drives electrons from the critical layet and ambipolar forces cause ions to
follow the electrons, producing a density cavity, or caviton. The length of EM pulse determinesthe shape of the density cavity. For short EM pulses, the caviton has the structure si.own in
r Figtire 1 [3]. Here the width of the caviton is about 20 XD and the density perturbation is approx-
imately 30%. As the duration of the EM pulse increases (- 2 x lO- sec) more plasma is expelled
from the critical layer, reulting in a step profile. The initial caviton structure decays within
fmens of ion plasma periods as the electrostatic wave is launched in the direction of lower electron
density.

no..
.................................. ..•...

• ,W

AXIAL DISTANCE Z

Figure 1: Caviton structure observed in the laboratory with short EM pulses
•m l (0.2 psec, 10 kW, 1 GHz). The oriqinal linear density profile is

also shown [3].

The double resonan.:e method hes been used in laboratory experiments where two LM waves with
frequencies separated by a lower resonant frequency of the plasma are used to excite the low
frequency modes. Ion acoust-,c v~a'es in untmanetized plasmas and electron cyclotron waves (up to
the 7th harmonic, -nd drift waves ,-" in ,wgnr.-,ed plasmas hAve been generated In this manner.

There are also field experinents, jsing LW HF systems, which indicate that the experimental
approach described in this paper is very prowising, Conducted at Arecibo, Puerto Rico, they have
produced high signal-to-noise ratin Thomson radar return siqnals. For example, Wong and Taylor [5)
produced enhancements in the Thomson radar incoherent backscatter spectrum with 100 kW radio waves
at 5.62 MHz. The enhanced plasma line $ad signal-to-noise ratio of 102 and was displayed directly
on an oscilloscope. The risetime of p,.ia waves has been found in a recent experiment [6j to be
as short •s 0.6 msec which is less than or comparible to one ion acoustic period. This observation

'A supports our view that linear conversion plays an important role in the generation of electro-
S. .static waves.

In double resonance experiments at Arecibo, electrostatic waves excited by two EM frequencies,
interact most strongly when the frequency separation between the EM waves is of the order of the
ion a=oustic frequency [7). When the frequency separation is about twice the ion plasma frequer,cy,
the higher frequency plasma line decreases while the lower frequency plasma line increases, indi-
cating energy flow from the higher frequency wave to the lower frequency wavc and its sidebands.
The enhanced ion wave activity is deduced from their complementary high frequency sidebands
separated by the ion wave frequency. In a recent experiment at Arecibo [5] we have observed en-
hanced ion wave activities localized at the resonant height using the Thomson radar operated with
the Barker code. The enhancement of ion waves is a sensitive function of the frequency separation
between two pumps.

HIPAS FIELD SYSTEM

rhe two najor components of the HIPAS HF transmittinq system are the transmitter and crossed
dipole antenna system.
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Trnsmi tter

The pulsed transmitter, currently under construction at UCLA, consists of a crystal oscillator
and a series of amplifiers tuned to 4.9 MHz which lies in the midrange of ionospheric plasma
frequencies. The transmitter is shown in Figure 2.

EITO POWER

[SOUiRCE4 SWITCH ý2401 ýIP A ýPA FP A SPLT TER

INTERMEDIATE POWER FINAL
POWER AMPLIFIER POWER

AHi. LIFIER AMPLIFIER

Figure 2: HIPAS Transmitter. The source will be a crystal oscilletor tuned
to 4.905 MHz. The switch will be used to pulse the drive signal to
the amplifier chain. The Final Power Amplifier (FPA), utilizing a
water cooler Machlett 7560 triode in a grid driven design has 18 dB
gain.

The transmitter will generate up to 2 MW peak power with a 0.1% duty cycle. rypical operation will
be a one millisecond pulse at 1 Hz. A system upgrade will be implemented this year to increase
the duty cycle up to 1%, increasing the repetition rate to 10 Hz. Longer pulses at reduced power
are possible so long as the maximum duty cycle is not exceeded.

Antenna System

The antenna system consists of a ring array of seven crossed dipoles arranged at equally
spaced intervals along the circumference of a circle of radius R, R/Xo = 1.7, and a single crossed
dipole at the center. Calculations pred-ct a peak gain of 18 dB with a half power beam width of
130 [8J.- The power density with 2 MW transmitting power at 100 km altitude will be approximately
1 mW/m

Each crossed dipole consists of four aluminum tubes (6 inch O.D.) of length Z, L/ik = 0.23,
extending from a central feed point. EAch of the four arms is fed 90g out of phase with respect
to adjacent arms so that either left or right circularly polarized radiation can be transmitted.
Additionally the beam can be steered along the earth's magnetic field through phasing of individual
antennas. The present schedule requires installation of the antenna and transmitter by mid summer
1981. High power testing and initial experiments should begin by early fall.

The system can be easily expanded b) using one 2 MW amplifier to drive each antenna. The
amrlitude and phase of the Inw level drive sianal would be derived from a single source so that
various pulse scenarios and d;re(:tions of beam transmission could be obtained.

PLANNED EXPERIMENTS

The characteristics and expected enerqy density ratios of field systems with two different
values of transmitted power are summarized in Table 2.
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(ABLE 2 Enhancement fer Proposed Transmitted Power

STa PEnergy
Total Power Density Enhancement in Strong
Power Density EM Field Ratio Collision Regime

P o(ri) p(m/in2 ) Eo(V/m) AO E(V/m) A

E Layer 2 1 0.6 0.4 x 10-2  15 2
100 km 16 8 2 3 x 102- 40 16

F Layer 2 0.2 0.3 0.5 x 10" 6 0.03
250 km 16 1 0.7 4 x 10-4  16 0.2

In this table, A Eo 2 /44rnokTe and A = E2 /4TrnokTe. Although this analysis neglects the earth's
m -iitic field, initial calculations of the complete problem of ionospheric modification by high
Powar HF radio waves indicates even stronger linear conversion may occur in certain situations.*This is because in the magnetized plasma, EM waves are reflecttJ at an altitude higher than the
location where EM and ES modes couple to one another. That is the amplitude of the incident EM
waves is not reduced by an intervening evanescent region as in the magnetic field free case [9].

We expect that the ES waves generated by the high power EM waves will be detected by the
Chatanika incoherent backscatter radar. Our computations show that at the position where the ES
wavelength is half that of the radar (located about 160 m from the generation region) the ES
amplitude is 6n/n = 0.01. The radar wave power returned at the plasma line would be = 10-7 erq/sec
and the corresponding receiver temperature = 104*K. An interesting expansion of this analysis is
to consider the interaction of auroral electrons and the excited ES waves. Free energy from the
electrons could be transferred to the waves when the^phase velocity of the wave is equal to that of
the electrons. We estimate possible wave amplitude incredses of a factor of - 5 under certainconditions. For the high peak power regime of the experiment, we predict that cavitons will be
detectable with the Thomson radar, in spite of their thinness. The estimated return signal (at the
central line, because cavitons arj static) again will be approximately 10

40K.

Finally, we predict that the large electric fields in cavitons during the initial phase
(before the ambipolar fields are set up) can accelerate a flux of secondary auroral electrons to
levels that will yield optically measurable effects. Electrn acceleration has indeed been con-
firmed in the laboratory through the detection of ArIl 4610 A emissions from the vicinity of
caviton region [10]. Calculations for the auroral ionosphere (assuming several cavitons in a
"linear acceleration" confiquration) predict measurable optical effects caused by the acceleration
of 1 eV secondary auroral electrons to 10 eV and to 16 eV, two values which correspond to the
threshold levels for the N2 first positive band, and to the second positive band and the
017774A, emission, respectively. These optical emissions are prompt and the predicted emission
rates (25 kR, 3 kR, 0.7 kR) would be distinguishable from the auroral background.
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Ionospheric Predictions -- A Review of the State of the Art
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ABSTRACT

This paper reviews the state of ionospheric predictions following the Solar-Te-restrial Predic-
tions Workshop held in April 1979 at Boulder. The review includes: the various uses of the iono-
sphere, the physical bases, long-term and short-term variations, t6, techniques used for their pre-
diction and the current state-of-the-art of ionospheric predictions., The different requirements of
various users (system designers and planners) are discussed together wit.a the needs for timely dis-
semination systems.

Because ionospheric predictions and forecasts have been underway for many years the advances
have been of second order. The main advances include the incorporation of features; such as the
auroral oval, the magnetospheric cleft, the mid-latitude trough, etc; the positions of which vary
with local time and sol.,r-terrestrial activity.. Other advances include four dimensional models of
the ionosdhere, which yield electron density profiles useful in raytracing and some new methods for
predicting E-layer and Es-layer characteristics, transionospheric propagation, which requires pre-
diction of total electron content and scintillation characteristics, has come to the fav'e. In recent
years, advances have been made in the use of empirical arid physical models of the ionosp.!ere.

Short-term ionospheric forecasting has also progressed in recent years primarily through tech-
nological advances in data acquisition (e.g. satellite sensors), data processing (computers) and dis-
semination of information. Nevertheless, solar-flare forecasting -- a vital ingredient of magnetic/
ionospheric storm forecasting -- is still largely an art in which the forecasters' expei ience and
skill, in recognizing and interpreting solar features, plays the dominant role.

INTRODUCTION

The aim of this paper is to review the state of ionospheric predictions in the light of presen-
tations made at the Solar-Terrestrial Predictions (STP) Workshop held April 23-27, 1979 at Boulder,
Colorado (Donnelly, 1979). In an earlier discussion of ionospheric predictions (Davies and Smith,
1978), the author discussed the various uses of the ionosphere, societal concerns, the physical bases,
long-term and short-term variations and the techniques used for their prediction. Since that study
was published, the STP Workshop presented a unique opportunity for predictions users and scientists
to exchang- information concerning predicticn techniques and recent scientific advances in the solar-
terrestrial field. While the Workshop covered a broad field of solar-terrestrial concerns, we shall
conFine our attention to ionospheric predictions. An important question raised at the STP Workshop
was "Can we significantly improve predictions?" Judged on this criterion ionospheric predictions
fared poorly, perhaps, because it is a relatively old field which has been well farmed.

In indexing the papers appearing in the proceedings the following system has been used for brev-
ity: e.g. Klobuchar (I1, 217) represents the paper whose first author is Klobuchar, appearing in
Volume II starting on page 217. Some useful contributions to the ionospheric literature are provided
by the papers reviewing activities at various institutions, e.g. Reddy (I, 118; II, 203) and Larsen
(II, 617), and by the Working Group Reviews and recommendations by Mitra (II, 203) on Communications
Predictions, Vondrak (II, 476) on Magnetosphere-ionosphere Interactions, Hunsucker (I1, 513) on High-
Latitude E- and F-Region Ionospheric Prediction, Rush (II, 562) on Mid- and Low-Latitude E and F
Region Working Group and Thrane (I1, 573) on D-Region Predictions.

In this paper we shall review: (1) some of the modern demands that relate to solar-terrestrial
predictions, (2) the physical Dicture of the earth's environment, (3) the existing prediction cools
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for the D, E and F layers for different latitude zones, (4) the increasing importance of transiono-
spheric (satellite-to-ground) communication systems, (5) the roles of numerical and physical models
and (6) short-term ionospheric forecasting.

MODERN REQUIREMENTS FOR IONOSPHERIC PREDICTIONS

In earlier days the requirements for predictions were confined to maximum usable frequencies,
lowest usable frequencies, signal-to-noise racios and average angles oý elevaticn etc. for long-term
planning of radio circuits and to alert the radio operator to change frequency in the event of cir-
cuit failure. While these predictions have beer of inestimable value to radio system designers, the
advance of communications technology has placed greater demands on the ionospheric predictor. Users
of advanced systems need predictions tailored to their particular system and interpreted directly in
their own system parameters. Some examples of system needs are: (1) communication systems which need
predictions of multipath, dispersion, fading characteristics etc., (2) satellite systems that require
parameters including the total time delay, phase coherence over the receiver bandwidth and depth and
occurrence of amplitude scintillation, (3) navigation systems that require propagation time delays,
(4) radars which need range and angle corrections. Furthermore, while cllriatological (median) pre-
dictions are useful, the designer of a radio system needs to have some idea of "worst-case" con-
ditions. This is particularly true in high-latitudes where the ionosphere is frequently disturbed.

The main categories of users of predictions are:

(a) Planners and designers who require long-term predictions for the determination of system
coverage and frequency allocation for communications, surveillance and navigation systems.

(b) System operators who are interested mainly in short term forecasts or even knowledge that
a geophysical disturbance is in progress.

(c) Users of navigation and timing systems who depend on the stability of the reflecting region
for reliable time and position determination.

(d) Communicators and broadcasters who use radio signals reflected from the ionospheric E and
F layer and which are absorbed in the D-region of the ionosphere.

(e) Those concerned with the lifetimes of satellites which are decreased by increased drag re-
sulting from atmosphe-ic heating.

(f) Researchers who study the ionosphere and upper atmosphere or whose work is adversely

affected by the ionosphere, e.g. radio astronomers, sitellite trackers.

A primary need of users of ionospheric predictions is a timely dissemination system, for ex-
ample, there is little use in receiving a prediction after a disturbance has started. Telemetry ser-
vices limit the timeliness, Many forecasters do not realize that pricrity TWX messages can take over
24 hours to reach their destinations - a time span over which forecasts are not always reliable. At,
or shortly after the commencement of an event (e.g. a polar cap absorption event), forecasts of
its subsequent behavior are often quite accurate.

Individual users r.eed specific information for example: navigators want the magnitude of dis-
tance errors, communicators want maximum and minimum frequencies. Furthermore, an aircrew operating
in the arctic and changing position rapidly has different requirements from those of a stationary
or a shipborne operator. In the field of HF data links, predictions are required of effects on the
error rate of fading, multipath and signal/noise level. Thus the prediction requirements depend upon
the complexity and sophistication of the system in use. For many users, simple schemes, for a desk
or pocket calculator, may suffice as for cxample, the method of Picquenard and de Paula (IV, D2-41)
and of Meisel (IV,D2-31).

SOME PHYSICAL CONSIDERATIONS

During the past decade or so a great deal has been learned of the physical processes that create,
maintain and remove ionization in high latitudes. A pictorial representation of the earth's neigh-
borhood is shown in Figure 1 which include such features as the solar wind, the magnetosphere, the
plasmasphere and the radiation belts all of which affect the ionosphere. More detailed features
that influence the ionosphere in high latitudes include (1) auroral ovals, (2) polar caps (3) mid-
latitude troughs and (4) magnetospherlc clefts.

The high latitude ionosphere is profoundly affected by particle precipitation, electric currents,
electric coupling, plasma transport and thermospheric heating. Depending on the level of disturb-
ance, the energy input above 90 km by particle precipitation and Joule heating is between lO0 and
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1012 watts, which is comparable with the 6 x 1011 watts of solar electromagnetic energy absorbed above
90 km (Vondrak, II, 476). Energy dissipated by ionospheric currents is transferred directly to the
neutral atmosphere and produces convection (winds) flowing to lower latitudes. This introduces chem-
ical changes in the F region that results in higher electron loss and causes negative F-region
storms in middle latitudes. In terms of relative magnitudes, about 30% of the average energy input
is by charged particles and 70% by Joule heating. The equatorward edge of the auroral oval marks
the boundary between the corotating magnetic field (the plasmasphere) and the field lines that are
dragged into the magnetotail by the action of the solar wind. It is believed that low energy (< 400
eV) particle precipitation also defines the equatorward boundary of diffuse aurora. Poleward of the
diffuse aurora is the region of discrete auroral arcs which are associated with layers of dense elec-
tron density in the E region. During disturbed periods the oval expands equatorward and increases
in intensity. There are three auroral absorption regions, one just equatorward of the diffuse
aurora near midnight, a pre-noon region and one in the early morning during disturbed periods (see
Figure 2).

Another area of particle precipitation into the high-latitude ionosphere is the dayside cleft.
The cleft is typically 20 to 4° wide in longitude and between 780 and 800 Invariant latitude near
local noon. This is a region where the solar wind has, more-or-less, direct access to the upper
atmosphere and where enhancements of electron density have been observed. The cleft region moves

i with geomagretic activity and with the interplanetary magnetic field (IMF).

A third feature of the E and F regions is the electron density trough in the night ionosphere
in which the density is low. There is a sharp increase in density at the poleward boundary caused
by particle ionization. The main trough is a winter nighttime phenomena. Because the trough moies
with time and geomagnetic disturbance and because of the sparseness of the ionospheric sounding net-
work little is known of its variations with solar cycle, disturbance, etc. It is known that during
large disturbances the trough moves to lower latitudes as seen in Figure 3. Furthermore, trough-like
structures can be produced by large-scale traveling ionospheric disturbances (gravity waves) trav-
eling equatorward from the polar regions. Electron density gradients in the trough are important
to long distance communications on HF.

The fourth major feature of the high-latitude ionosphere is the polar cap over which intense
D-region absorption events, called polar-cap absorptions (PCA), cause disruption of radio circuits.

The major disturbances in the magnetosphere, ionosphere and geomagnetic field are called
storms, Storms often follow the appearance of s-lar flares but which are also of the recurrent
type due to the rotation of the sun. Storms are believed to result from the injection of hot plasma
from the geomagnetic tail into the auroral oval, and by Joule heating by the convection electric
field. The size and location of the auroral oval is fairly well monitored by ground and satellite
detectors. Advances in the understanding of storms have enabled construction of semiphysical pre-
dictive indices based on solar wind characteristics. so that qualitative prediction is possible.
Presently, warnings of disturbances in high latitudes can be issued but little in the way of quan-
titative prediction can be made.

In middle latitudes, the plasmasphere acts both as a reservoir and as a transmitter of iono-
spheric plasma. Thermal plasma flows from one hemisphere to the other along magnetic flux tubes
thus coupling conjugate ionospheres that are in different (summer-winter) seasons. During the day
thermal plasma flows from the ionosphere, where it is created, into the plasmasphere and during the
night the ionospheric F-layer is partially maintained by ionization from the plasmasphere. During
a plasmaspheric storm (Kersley et al., 1978) there is a depression in the plasmaspheric content which
reaches its lowest value on the third day and is followed by a slow recovery which may last up to
14 days.

The electron and ion distribution in the F2 layer in middle latitudes is strongly influenced
by electric fields and neutral winds that cause vertical motion of the plasma. Thus information
on the temporal and spatial structures of the electric field and neutral wind are essential to the
calculation of F2-layer behavior.

The equatorial ionosphere Is dominated by vertical electrodynamic drift, which Is particularly
important after sunset and which causes the equatorial anomaly in which the maximum electron den-
sities occur on either side of the magnetic-dip equator. Bubbles of depleted plasma are thought
to be caused by the intrusion of neutral gas into the F2 layer resulting in an unstable situation
in which the bubbles rise and produce small scale irregularities (e.g. Costa and Kelley, 1976)
that cause spread F on ionograms and gives rise to radio scintillations.

The low latitude F-region, unlike that in middle and high latitudes, is largely protected from
particle effects. It is dominated by the equatorial anomaly in which the maximum electron densities
occur around t 150 of the magnetic dip equator as seen in Figure 4. This feature is caused by
electromagnetic uplift of ionization followed by diffusion down the magnetic field and away from
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Fig. I

The earth's environment
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Average position of the ionospheric trough minimum in the night sector for 25 global
mnapnetic storms versus Dst (see Besprozvannayo, 11, 528).
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the equator giving rise to a "fountain-like" plasma motion that results in a trough of ions near theS..•)•equator and humps on either side. Because of day-to-day changes in the eastward electric field, ionproduction etc., there are high fluctuations in F-region parameters in low latitudes. The positions

of the density "humps" vary in latitude from day-to-day, seasonally, with sunspot numbers and during
storms. Thus a given location on the surface of the earth may be outside or inside the equatorial
trough or at a peak depending on prevailing conditions.

The E-region in low latitudes has a distinctive daytime type of equatorial sporadic E which
is patchy and transparent to radio signals reflected from the upper layers. This sporaVic E is
closely associated with the equatorial electrojet current that flows along the magnetic equator and
which gives rise to the polarization electric fields that produce the F-region trough. The sporadic
E has irregularities .ligned with the magnetic field.

SUMMARY OF OLDER PREDICTION METHODS

F2 Layer Maps

Ionospheric predictions are valuable in the design of and the operation of point-to-point radio
communications, broadcast and satellite-to-ground systems. Information needed include, for example:
the useable range of frequencies (for frequency management), the height of reflection of radio waves
(for antenna design), attenuation (for estimating required transmitter power and/or service area),
fading or scintillation characteristics, total electron content (for time delay) and radio noise
levels. Data on maximum (critical) frequencies, layer heights, and radio-wave absorption collected
at a large number of sounding stations have been used to construct computerized contour maps of the
ionosphere of the type illustrated in Figure 3. 'The most comprehensive of these mapping methods
is that developed at the Boulder Laboratories of the U. S. Department of Commerco. (Jones and Gallet,
1962; CCIR 1978). The method has been extended to three dimensions by lones and Stewart (1970) to
represent electron density profiles. In addition, the technique has been applied to represent de-
partures of foF2 from the monthly median during an individual ionospheric storm (Jones et al., 1973).
A numerical representation of the critical frequency of the Fl region has been given by Rosich and
Jones (1973) and by CCIR'(1978).

"The afternoon equatorial trough and the "humps" in maximum or penetration frequency, at approx-
imately 15*N and 23*S, are clear in Figure 4. However, the high latitude features associated with
the troughs, auroral zones, magnetospheric cusps are poorly represented. One of the reasons for
this is that the locations of these features varies with local time, magnetic disturbance (see Fig-
ure 3), etc., and tend to be smoothed out in monthly median maps.

The E Region

There are two methods in use for predicting the maximum penetration frequency (foE) of the reg-
ular daytime E layer: those of Muggleton (1915) and Leftin (1976). The nightime foE predictions
are based on the work of Wakai (1971). The day-to-day fluctuations of foE about the monthly meOian
values are of the order of 6 per cent.

Sporadic E(Es) is highly variable as compared with the normal E-layer and numerical maps of
sporadic E characteristics have been constructed by Leftin and Ostrow (1969). Near the magnetic
dip equator sporadic E is regular in occurrence and CCIR Report 259-3 (1978a) provides a method for
calculating signal strength of Es reflections as a function of foEs, circuit distance and antenna
characteristics. A new prediction method for South America (Giraldez, IV,C-87) gives the dependence
of the blanketing frequency on solar zenith angle, sunspot number and latitude. Fresently, however,
there is no practical computer program for the determination of HF skywave characteristics for Es
propagation on a global scale.

The 9 Region

For medium frequency and high frequency absorption the most widely used prediction scheme is
that described by Barghausen et al., (1969). In this program the absorption is expressed by semi-
empirical formulas in terms of frequency, distance, sunspot number, solar zenith angle and geo-
graphical position. The absorption predictions are useful and reasonably accurate for low latitudes
and for middle latitudes in summer.

Of special interest is the prediction scheme used for the VLF OMEGA navigation system (Swanson
1977) which may be the most used of all ionospheric predictions, being in daily use by thousands
of navigators. The method assumes that the phase of a signal can be expressee as a sum of incre-
mental phase shifts over path increments and includes both ground and ionosph;.re variations. Pre-
sent system accuracy is significantly degraded by predirtion inaccuracies.
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ADVANCES IN SYNOPTIC MAPPING

General Remarks

Because predictions of the ionosphere, and especially its critical frequencies, have been made
for nearly fifty years, it was unlikely that major advances would be forthcoming at the Workshop,
and such was the case. Nevertheless, some important efforts were discussed concerning the applica-
tion of recent data to update the CCIR maps, for shoit-term prediction and for large-scale features,
such as the mid-latitude trough and auroral oval.

The F2 Layer in Middle Latitudes

The most widely used method of F2 predictions is that employing the numerical coefficients de-
scribed in the CCIR Atlas of Ionospheric Characteristics (CCIR, 1978). One useful extension of this
basic system to four dimensions is that of the U.S. Air Force Global Weather Central to represent
electron density versus height profiles at any longitude, latitude and time (Tacione I, 367).
From radio soundings, the ionospheric layers are represented by empirical orthonormal functions be-
tween heights of 95 km and 2000 km. The calculated electron density profile is calibrated by mini-
mizing the difference between the calculated total electron content (TEC) and the observed TEC by
adjusting the scale height of the F2 layer. This four-dimensional model is useful for tracing radio
rays through realistic ionospheres.

At Stanford Research Institute (SRI) International, Hatfield (IV, D2-1) has incorporated the
latest information on ionospheric features that rfiect HF radio propagation into a code (AMBCOM)
that is easy and economical to use. This code repr-sents the electron density profiles by three
parabolas and includes ionospheric tilts by specifying the parabolic parameters along the circuit.
These parameters are obtained either from the numerical maps or they may be obtained directly from
ionospheric soundings. The code allows reflection from both topside and bottomside of sporadic E
layers and includes a model of the auroral ionosphere,'with auroral absorption, that depends on geo-
magnetic activity. In addition it has a homing procedure for point-to-point communications, a sur-
veillance capability for over-the-horizon radar and the output includes contour maps of signal/noise
plus raypath and wavefront plots.

In the Soviet Union (Anufrieva IV, 'C-57), a prediction 'system was proposed based on global maps
that include, in addition to NmaxF2, the maximum height gradient in N to specify the electron den-
sity profile. This permits the prediction of the maximum frequencies in dn ionospheric duct
(Shlionsky, IV, D3-60) which exceed considerably the MUF of the F2 layer by factors of from 3 to 8.

In the long-term HF predictions system of the Deutsche Bundespost (Damboldt, I, 25) predictions
are made of critical frequencies, signal strength, etc. for a given sunspot number. The technique
incorporates signals on frequencies above the "classical MUF" that propagate by paths involving iono-
spheric and/or ground scatter, Es, ionosphere-ionosphere reflections, ducting, etc. An empirical
factor is applied to the "standard MUF", calculated from the maps, to obtain the "operational MUF",

A procedure used in Japan (Maeda, I, 212), based on the CCIR maps, provides monthly median pre-
dictions three months in advance and includes frequency-versus-time data and path loss for fixed cir-
cuits and for ship-to-shore between foreign harbors or fishing banks and Tokyo. These forecasts are
available to both dome',tic and foreign users.

A nmethod of predi:ting foF2 by the monthly ratio method has been proposed by All India Radio
(Murthy, IV, D2-54) in order to overcome the "saturation" effect of the dependence of monthly median
foF2 on the twelve month average sunspot number. The monthly ratio (MR) is given by:

foF2 (month M+l,hi)
MR = -1

foF2 (month M,hI)

where i is the month number, and it has been calculated for every month of a previous sunspot cycle.
To predict a future median foF2 one takes the median for the latest month and multiplies by the ap-
propriate MR.

The influence of horizontal structure (gradients) on radio propagation received considerable
attention. The techniques of ray tracing used at IZMIRAN, USSR for calculating hop distance, MUF,
angles )f arrival, etc. were discussed by Kerblay (IV, D2-65). At the National Physical Laboratory
in India, special attention is paid to the effect of the equatorial (or Appleton) anomaly on radio
propagation and to keeping prediction users aware of the conditions that prevail in low latitudes.
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The F2 Layer in High Latitudes

Predictions of foF2 are relatively poor in the auroral zone partly because the critical fre-quency itself is ill defined and partly because of the high variability. However, additional datahave been incorporated into the CCIR (1978) model by the Air Force Geophysics Laboratories (AFGL)
and the Rome Air Development Center (RADC) to furnish ati improved model which more accurately repre-
sents the spatial structure. A new model developed by Stanford Research Institute (Hatfield, IV,
D2-1) retains the foF2 and h F2 in the RADC-1976 Polar Model (Vondrak et al., 1977). It incorporates
an auroral-E layer and a valTey, based on incoherent scatter measurements at Chatanika, Alaska, aswell as ain absorption map that depends on g5omagnetic activity. The new SRI code makes an important
advance in prediction technique by representing auroral oval pheniomz 3 as functions of magnetic activ-ity, geomagnetic latitude, time and solar zenith angle. The midlatitude trough is a feature of the
nightside. The auroral morphology is implemented with a Kp-dependent foF2 (Elkins and Rush, 1973),
fEs, and auroral absorption.

The three-dimensional models developed by RADC (Miller and Gibbs, 1974) and SRI are suitable
for ray tracing which enables computation of off-great-circle propagation by refraction and b,
scattering from field-aligned irregularities. A major problem with such models is that averaging,
in order to obtain representative critical frequeacies and heights, generally results in reducing
the horizontal gradient. Because of the complicated ionospheric structure ir the trough, auroral
and polar-cap regions, specific ray paths are sensitive co the location of the structures. Thusthe question arises as to whether a "strongly averaged" model gives better predictions than a model
with misplaced individual features. This is particularly important to those system designers who
are concerned with worst-case estimates which are more adequately represented even by misplaced
structures than by averege morphologies. In spite of these limitations it should be realized that
the modern 3-D models do provide a distinct improvement over the older models which simply assumedhorizontal reflecting layers. It is quite likely that in high latitudes, average models will never
be of nuch value to the radio operator. Perhaps the best hope for useful predictions is in near
real-time input fron. satellite sensors.

Several attempts to improve short-term predictions of the high latitude ionosphere have been
made by Soviet workers. The day-to-day variability of such parameters as foF2, h F2, and h'F may
be predicted using the vertical and radial components of the interplanetary magnetic field (IMF)
(Zevkina IV, C-27). Graphs giving the ranges of variabilities of ionospheric parameters for dis-
turbed high latitude ionosphere were given by Kovalevskaya (IV, D2-16) while Besprozvanrdya et al.,
(II, 528) treat the large scale features of the polar ionosphere that accentuate the variability.

The E Layer in Middle Latitudes
A new approach to E-layer prediction by Ivanov-Kolodny and Nusinov (IV, C-82) incorporates the

dependence of the layer production jointly on solar X-rays and extreme ultraviolet. Their for.nula
for the E-layer critical frequency is-

- F Ro X 1R U](foE) I cos~x • x *T '-°

0 

0
where X and U are values of ionizing fluxes in the X-ray (8 A to 20 A) and EUV (304 A) parts of the
solar soectrum and Xo and Uo are the corresponding reference values. The exponent p is approxi-
mately 1.07 in summer and approximately 1.23 in winter and

R = 0.23 + 0.07 O(D)

p 1.15 + 0.08 O(D)
I 1 0 [1- 0.06 p(D)]

where *, 0, and 4 are function. of day number D. Io is best obtained from observed foE, e.g. at
Moscow Io = 190 MHz4 (i.e. foE = 3.71 MHz).

For the prediction of the horizontal structure of sporadic E, Kerblay and Nosova (IV, C-77) use
the formula

(fE) (fE ) [1-K sin (~2a +0) cos ( 9M +
5 s0 ti1t

where K is a horizontal structure parameter, 1l and t2 are The scales of Es in the x and y direc-
tions and * and • are appropriate phase shifts.

117

II,



The E Layer in High Latitudes

Auroral electrons with kilovolt energies are the primary source of the high-latitude E region,
the E region structure closely resembles the pattern of auroral particle preacipitation. In future,
particle precipitation data may be the bases of high-latit*ude prediction systems. In addition to the
kilovolt particles, higier energy particles deposit energy in high latitudes during relativistic elec-
tron precipitation and polar cp absorption events, which affect primarily the D region.

Besprozvannaya et al., (II, 528) have prepared maps depicting Es ionization distribution for
quiet and disturbed geomagnetic conditions at high-and low-sunspot numbers. Under disturbed condi-
tiors the region of enhanced Es coincides with the auroral oval and the zone of 1.3 keV elect-on
precipitation. These workers find also that auroral E occurrence has a horse-shoelike pattern open
on the dayside as shown in Figure 5.

The D Region in Middle Latitudes

The D region is important to radio usage from two asnects: (1) the absorption of radio signals
and (2) the phase stability of signals. The former affecos the signal strengths and, therefore, the
required transmitter powers while the latter influences ELF, VLF and LF timing and navigation systems.
Among the recommendations made at the STP Workshop were: (a) those to improve the utility of existing
knowledge and (b) improvements in fundamental knowledge required for the future. Among those in
category (a) are (1) timely dissemination, (ii) automatic devices indicating user response, (iii) re-
calculation of existing absorption maps using the Dyson and Bennett (1979) formula, (the new formula
will reduce the electron densities needed to account for the observed absorption in low !%titudes
and thus reauce the size of the "equatorial anomaly" in the D-region (Gt~ocge 1971), and (iv) more
simple measurements of the D-region (e.g. absorption, sudden disturbarces, etc). In catEgory (b)
the most promising line is the use of satellite observations to identify the positions and inten-
sities of disturbed areas.

It is convenient to distinguish areas of the globe where specific processes dominate: (a) Vw-
geographic latitudes (± 30*), (b) middle latitudes (> 350 geographic), (c) high lIritudes (> 601 mag-
netic or L > 4) Area (a) is relatively free of particle precipitation effects except near the South
Atlantic anomaly in the geomagnetic field. George (1971) showed that the D region is geomagnetically
controlled because there are HF absorption maxima near 200 north and south of the magnetic equator,
possibly the result of downward transport of nitric oxide from the F region. In middle latitudes
high variability is introduced by energetic particle precipitation, aeronomical and dynamical factors.
For example, there is a strong "storm after-effect" in which HF absorption and VLF propagation effects
linger for several days after a major magnetic storm. Also the neLtral D region is influenced by
dynamical coupling with the lower atmosphere (Gregory and Manson, 1969). The winter anomaly of high
absorption in 1urope can be explained by meteorological conditions in the mesosphere (Offerman, 1977;
Thrane II, 573). Thus our ability to predict the middle latitude D region in winter months depends
on our ability to predict the meteorology of the mesosphere and lower thermosphere on the appropriate
soatial scales.

Workers at All India Radio (Bhatnagar IV, D3-55) have found radio noise measurements on low
frequencies and medium frequencies (transmitted via the D region in India) are lower then those pre-
dicted by CCIR (1964), which therefore needs revision. Work on absorption of radio waves in low
latitudes was reported also by Oyinloye (IV, D3-l) and by Kotadia (IV, D3-20). A formula used at
the Space Research Centre, Poland, for estimating D region, absorption of radio waves resulting from
solar flares is given by Klos and Stasiewicz (I, 67).

Ionization of the D and E regions, by precipitation of electrons with energies of the order of
several hundreds of keV, takes place during the recovery stage of a magnetospheric storm. Spjeldvik
and Lyons (IV, 3-59) propose a prediction scheme, based on a physical model, which predicts order-
of-magnitude effects on electron density enhancements that may be used to forecaAt VLF to MF iono-
spheric radio propagatiin disturbances.

The D Region in High Latitudes

In high laitutdes the D region is influenced by disturbances: auroral absorption, polar cap
absorption and relativistic electron precipitation associated with magnetic storms. •tandard pre-
diction methods take account of high-latitudes only in a very rudimentary way. For e;:ample, the
Barghausen et al _, (1969) program introduces "excess system loss at high latitudes", and OMEGA pre-
dictions include average auroral and polar effects on VLF phdse velocity. Auroral absurption is well
mapped, in a statistical sense, by riometers (Hargreaves, 1969) but the maps have not yet, been devel-
oped into a useful prediction scheme. A computer program has been developed at thme Appleton Labora-
tory, Great Britain (Bradley, 1975) that includes a statistit..,l distribution of auroral absorption
in time and space. Soviet workers (Besprozvannaya II, 528) have constructed polar plots of the prob-
ability of auroral absorption for various values of Kp - see Figure 2. With increase of Kp, auroral
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"%sorption moves to lower latitudes and into two maxima (% 0200 and 0600 GLT). Of course, these
..iaps are for averaged conltions and, therefore may not represent an individual disturbance.

Because the D-region in high latitudes is susceptible to short-term disturbances it is dealt with

later under "Ionospheric forecasting".

TRANSIONOSPHERIC PARAMETERS

A; Quiet Behavior of Total Electron Content

In the past decade an increased emphasis has occurred in communication involving satellite trans-
missions and, therefore, transionospheric propagation, compared with those using reflected radio sig-
nals, There is a fundamental difference in approach to the ionosphere of operators using the two
types of systems. In the case of reflected waves the ionosphere is essential and the radio user
needs to know the variations of the ionosphere to make maximum use of nis circuits. On the othor
hand, to the satellite-systems operator the ionosphere is simply a nuisance and what he/she needs to
know is whether an ionospheric disturbance will be an inconvenience and what correction can be made
to the system to allow for the ionosphere; this is true, of radio astronomers, satellite trackers,
satellire geodesists and so on.

The integrated columnar electron content (TEC) of the ionosphere is of importance not only for
satellite ranging corrections, satellite navigation systems, for corrections to radio astronomical
refraction, and satellite time disemmination but as a general index of the overall state of the iono-
sphere, e.g. store' response. Two approaches are used to predict TEC: (1) extrapolate from observations,
and (2) use numerical maps to obtain Nmaw, e.g. from the CCIR (1978) maps, together with assumed elec-
tron density profile shape. Approach C11 is very limited because of the scarcity of the TEC observa-
tions, especially in the southern hemisphere. For periodh of a few months in advance, TEC predictions
are accurate to ± 20 per cent (Klobuchar, II, 217). A single daytime prediction has a 25 per cent RMS
error from the monthly mean. Future progress in this area requires that computer programs be small,
quick running and capable of forecaster interaction. Input parameters must be readily available anc
the output should be directly usable. It dppears that the main improvements will arise from a larger
data base, rather than frcm more theory, and updating with real time TEC measurements.

With approach (2) using existing numerical maps, the RMS error in foF2 at solar minimum is approx-
imately 0.5 MHz and at solar maximum around 0.8 MHz (see Klcbuchar, II, 217). Tie RMS deviation is
lcwest in summer (May-July) and is highest (. 12%) around the equinoxes (September-March). It should
be realized, however, that the foF2 provides a good predictor of total electron content,

The total electron content NT between ground and a synchronous satellite can be divided into two
parts: (1) the Faraday content NF up to a height of about 2000 km below which the electrons are effec-
tive in rotating the polarization of radio waves and (2) the piasmaspheric content Np between 2000 km
and the satellite (Davies, 1980), In middle latitudes, to a first approximation, Np is independent of
time of day but, because of the pronounced diurnal variation of NF, the ratio Np/NF varies between
about 15% during the early afternoon to around 50% just before dawn. The vertical plasmaspheric con-
tent over the U.S.A. is about 3 x 1016 el m-2 at low suns,..t numbers (t 20).

Storm Behavior of Electron Content

The solar disturbance (local time) response of the Faraday content to an ionospheric/geomagnetic
storm over North America (Mendillo, IV, C-l), is as follows: if the storm starts early in the (solar)
day there is an enhancement in NF on the afternoon of that day followed by a sharp drop around sunset
and below normal content for the next 2 or 3 days. Mendi l lo and Klobuchar (IV, C-15) show that the
oiurnal variations of TEC departures from the monthly mean on quiet and disturbed days are virtually
"mirror images", Thus a general knowledge of geomagnetic conditions may enable a real-time update to
monthly mean predictions.

The storm behavior of the plasnaspheric content is as follows: there is a decrease in Np (by a
factor of up to 5) reaching a minimum on day 3 followed by a slow recovery lasting up to about two
weeks under quiet conditions. At moderate to high sunspot numbers the plasmasphere may never be
allowed to recover to its quiet state before being depleted by a subsequent storm.

Gross averaging-of storm variations in TEC is of only limited value for prediction of storm be-
havior because the response of the ionosphere to a given Kp or Ap differs from one storm to another.

Predictive Capability

Lunar tidal variations of up to 15 per cent in NF can be predicted with reasonable accuracy
provided that a sufficient data base exists (Bernhardt, 1979)
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One way of predicting TEC is to update monthly median curves using real-time data. For a 50%
reduction in error the prediction lead times are as follows:

Day Night

Solar Maximum 3 hours i hour
Solar Minimum 1 hour 1/2 hour

The STP Workshop suggests the following ways of improving transionospheric progagation predictions:
(1) use of contour maps of TEC such as those of Davies, et. al. (1977) shown in Figure 6, (2) use of
standard data formats, calibrations and interpretation of TEC measurements, (3) increased participa-
tion of World Data Centers for Disemmination of TEC data. One way of improving predictions is to
use scaling procedures such as that of Donatelli and Allen (IV, DI-65) to reduce the residual error
in ionospheric refraction. Donatelli and Allen (IV, DI-65) give curves showing the residual error
in range correction using Ln updating technique. Their curves, shown ir Figure 7, are interpreted
as follows: a given curve starting at a given hour, 08 say, has zero error because the range is cal-
ibrated against observation at that time. At 10 LT the error in the predicted value is about 5 per
cent while at 12 LT is is around 11 per cent. !t appears that after only a few hours a prediction
is no better than a prediction of the mean.

Irregularities

Small scale irregularities are of considerable importance to transionospheric radio because they
cause scintillations in amplitude and phase which distort the radio signals and limit the channel
capacity, The primary scintillation models available for prediction are those of Fremouw and Pino
(1978), of Singleton (IV, Dl-16) and of Aarons et al., (1978), Amplitude scintillations obey a
Nakagami distribution defined by the S4 index and tc the fade coherence time plus a coarse coherence
bandwidth. Provided that t is very much longer than tLe time for one bit or baud, bit error can be
expressed in terms of S4 . As tc decreases to the baud interval, waveform distortion produces cata-
strophic failure.

Scintillation models for predictive purposes can be constructed based on the following para-
meters: (1) the perturbation strength (2) spectral index (3) height and thickness of irregularity
layer (4) axial ratio, i.e. elongation and (5) the inner and outer scales. The irregularity strength
is obtained directly, from in-sltu satellite measurements (Rino, 1979a, b) and, in the equatorial
regior,, varies by six orders of magnitude. Alternatively Singleton (IV, Dl-l) uses spread F from
ionograms to infer the irregularity strengths, however, one problem with this approach is that the
irregularities may be above the F2 peak, such irregularities produce scintillation but might not be
seen on conventional ionograms.

The past ten years has seen considerable improvement in our knowledge of scintillation morphology
particularly that in the equatorial regions. Equatorial scintillation peaks at latitudes (km) ± 100
of the magnetic equator and decays with a Gaussian shape viz exp[-{(Xm - 1O)/1012], the scintillation
index S4 decreases with radio frequency f as f-'-' while the Rl4S phase fluctuations *RMS vary as f-1.
Both S4 and ýPJS depend on sunspot number (R) as (1 + 0.04 R) (see Singleton, IV, Dl-l; Goodman, IV,
DI-50). The power (W) in the scintillation falls off with fading frequency v according to a power
law

W v-

* where
2<p<3

Th.s frequency exponent for S4 is valid for weak scatter only which holds when S4 is less than about
0.5. Goodman (IV, D1-50) reports that scintil.ation bandwidth is so broad that frequency diversity
is a practical impossibility as is polarization diversity but that time and space diversity are prom-
ising in overcoming the effects of scintillation on radio systems. However, space diversity, requir-
ing separations of the order of 1000 m, cannot readily be acconmnodated on a ship. The only other so-
lution is to go to higlher carrier frequencies (e.g. O 10 G Hz). Time diversity especially for air-
craft usage, seems to be the best solution.

MODELLING

There are two basic c3tegories of models namely: (1) numericL: or empirical model. and '2) phys-
ical models. Numerical maps of ionospheric parameters are examples of empirical models. Physical
models are based on ion production and loss which in turn requires models of ionizing radiation and
neutral atmosphere,
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Fmpirical Models

These, such as the COSPAR International Reference Atmosphere (CIRA 1972) and the International
Reference Ionosphere (Rawer et. al., 1978), which provide average height variations of the main
atmospheric parameters such as pressure, density, teeperature, electron density profiles, etc. The
models are based on experimental data using interpolation and extrapolation techniques. The Refer-
ence Ionosphere is a new and useful tool but, unfortunately the number of profiles is small and,
therefore, the uncertainty large. lhis is particularly true in regions of high variability such as
in high latitudes. Davis and Berry (1977) have produced a D-region model by a best fit to all mea-
sured profiles in the literature (McNamara, 1978). This model is usable for VLF and LF phase and
asiplitude predictions. A list of some electron density profile models is given in Table 1. A model
of phase and amplitude scintillation based on in-situ density fluctuation measurements is also avail-
able (Basu and Basu, Di-32).

Physical Models

The second approach involves basic physics. Given the flux of ionizing radiation and neutral
atmosphere properties the electron profile can be computed., The ionization processes in the iono-
sphere are fairly well known but selective ionization of minor constituents may dominate the ion
production in the D region (see Swider. II, 599), For this reason the transport of minor constituents
into and out of the D region may significantly influence the ionization balance. The loss process is
very complicated. Above about 85 km ions of molecular oxygen and nitric oxide determine the loss
whereas just below this level hydrated positive ions dominate.

In the F region the ion production and loss processes are relatively simple but plasma transport
dominates e. g. neutral winds, electromagnetic drift, plasma diffusion.

The use of theoretical and/or semiempirical models for ionospheric prediction was discussed by
Vlasov (IV, C-41). in this way one can predict: (1) average plasma properties fur radio propagation
and (2) neutral atmosphere properties that affect satellite orbits. For such models we need a re-
liable theory fo,' ionosphere-magnetosphere coupling (e.g. Murphy et al., 1980) and for ionosphere-
lower atmosphere coupling.

While empirical models-have the advantage of being based on measurements, physical models are
much more versatile in dealing with man made modifications (e.g. chemical, rc io heating) of the ioio-
sphere. The main value of physical models is in eztimating the reaction of the ionosphere to a
change in the forcing function, e. g. chemical composition, electric field, etc. They -re not likely
to replace morphological models as regards accuracy,

IONOSPHERIC FORECASTINW.

We define ionospheric forecasting as predictions of ionospheric conditions for periods less than
one solar rotation (27 days) and especially those effects associated with solar flares and solar-ter-
restrial disturbances (see Davies and Smith, 1978). These forecasts depend primarily on solar obser-
vations (both in the visible and x-ray parts of the spectrum) and are supplemented by groud-i-vrsed
observations of the geomagnetic field and of the ionosphere together with satellite observationis of
energetic particles.

Heckman (1,322) ciscussed the prediction activities of the Space Environient Services Center in
Boulder, lists the current users of the forecasts, data sources and distribution systems (e.g. tele-
phone, teletype, computer links, WWV broadcasts, mail). A summary of users of the SESC and types of
activity affecting their systems is given in Table 2. Prediction products include: geomagnetic in-
dices, proton events (polar cap absorption), radiation level, solar flares (onsets, intensities,
durations), sudden storm commencements, etc.

Similar radio warnings are issued in Japan (Maeda, I, 223; Marubashi, 1,182) by the Tokyo Regional
Warning Center in which forecasts are continually updated and issued 12 hours in advance based mainly
on ground-based data. Daily and weekly Forecasts are also made and distributed via the International
Ursigram and World Data Service (IUWDS) and broadcast on station JJD. The forecasts are used exten-
sively for ship-to-shore coninunications, satellite tracking, control and telemetry. The Japanese pre-
dict also a MAGNIL indicating the end of a disturbance. Increases in signal strength prior to a sud-
den commencement (10 to 20 dB for • 10 hours) accompanied by increases in foF2 are used to predict
communication disturbances on polar paths (Ondoh, IV, D2-21).

There is little doubt that the major advances in ionospheric forecasting in the past 20 years
has been brought about by technological improvements in data aqijisition (e.g. satellite sensors), data
processing (computers) and dissemination. This is illustrated by the geophysical forecasting at the
U.S. Air Force Global Weather Center (Thompson, 1,350) where the major operational advances include:
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Table 2

Summary of users of the SESC and types of activity affecting their systems

Customer lype of Activit+y Producing Effect

Civilian satellite communication Magnetic storms
Commercial Aviation--mid-latitude Solar radio emissionscommunication (VHF)
Commercial aviation--polar ca- PCA, magnetic stormscommunica tion (HF)
Commercial aviation navigation (VLF) PCA, magnetic storms
Electric power companies Magnetic storms
Long lines telephone communication Magnetic storms
High altitude polar flights Solar proton events

radiation hazards
Civilian HF communication X-ray emission, U.V.Coast Guard, GSA, commercial emission, magnetic storms

companies, VOA
Geophysical exploration Magnetic storms
Satellite orbital variation U.V. emission,military and civilian magnetic storms
DoD SATCOM communication Magnetic storms
DoD HF communication X-ray emission, U.V. emission,

PCA, magnetic storms
DoD reconnaissance PCA, magnetic storms
DoD navigation X-ray emission, U.V. emissionERO. communication X-ray emission, U.V. emissionprospective customers magnetic storms
International community All
Scientific satellite studies Optical solar flares, magneticIMS, Solar Maximum mission, storms, X-ray emiss"on, U.V.Shuttle, solar constant measure- emission, solar proton events,ments, stratospheric ozone solar featuresvariation, interplanetary missions
Scientific rocket studies Optical solar flares, solarIMS, magnetosphere, ionosphere features, magnetic storms, solarupper atmosphere, sun proton emission, X-ray emissionScientific ground studies Optical solar flare, magneticIMS, sun, interplanetary, storms, solar proton emission,magnetosphere, ionosphere, upper X-ray emission, U.V. emission,atmosphere, stratosphere, tropo- solar featuressphere, seismological/geomagnetic

*From Heckman, I, 322
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(1) the solar observing optical network and (2) the radio solar telescope network and (3) in the useof a method for data processing and handling developed by meteorologists. The technological advance
is illustrated also by the PROPHET system (Argo I, 312) which is tailored to the needs of specific
users. It is found that the use of PROPHET is more beneficial than signal coding and information
processing. In Australia, a computer presentation called GRAFEX (Turner, IV, D2-85) converts the pre-
dictions to a form suitable for a fast printer. The KAZIA system, uscd in Poland, employs a computer
code for processing URSIgram data for forecasting ionospheric activity and radio circuit performance
(Stasiewicz 1,61).

In the USSR (Avdyushin I, 104) three principal predictions are issued: (a) short term predictions
of ionospheric and magnetic disturbances (b) long term maps of MUF etc. and (c) long term predictions
of radio propagation along fixed paths. Predictions are issued: monthly; 5 days; 2 days; and twice
daily. The monthly forecast relies mostly on recirrence, whereas in the shorter time-scales the
emphasis is on real events. Soviet forecasts include: (1) changes in F2 critical frequency (see
Kuleshova, IV, C-37), (2) auroral absorption (see Zevakina, IV, D3-14) and (3) polar cap absorption
(Akinyan III, D-14).

Attempts to improve day-to-day predictions based on a combination of magnetic K index and 10.7
cm solar radio flux (Wilkinson, I, 259) show little improvement in the "noise level". Predictions
of foF2 one day ahead are disappointing while extension of prediction to geographically remote re-
giens show no substantial improvements.

CONCLUDING REMARKS

The Solar-Terrestrial Predictions Workshop was a success from the viewpoint of bringing together
predictors, forecasters, users and researchers in the field for the first time.

Because the field of ionospheric radio involving reflected waves is relatively old, the advances
reported at the workshop were of second order. Some of these are valuable as, for example, the devel-
opment of four-dimensional ionospheric models, and the incorporation (at long last) of time dependent
features (e.g. troughs, auroral zones, clefts, etc.) into global ionospheric maps. This extension of
numerical mapping is of considerable value to those concerned with radio ray tracing. On the other
hand considerable advances have been made in our knowledge of the temporal, spatidl and storm be-
havior of ionospheric characteristics involved in transionospheric radio, e.g. Faraday content,
plasmaspheric content and scintillation. Short-term ionospheric predictions have been improved by
confining attention to localized geographical areas e.g. Europe (Lassudrie-Duchesne, 1,12) and
"India (Reddy, 1,118; Aggarwal 1,134).

Improvements in recent years in ionospheric forecasting are due mainly to efficient data acquis-
ition and assessment e.g. "PROPHET" (Argo 1,312). Thus warning services, as distinct from services
prediction, have undergone considerable improvement in recent years by the installation of systems
such as SELDADS (Williams, 1976) which employ satellite communications systems. Real time monitoring
of the ionosphere-magnetosphere system is done using both satellite and ground-based sensors: particle
detectors, DMSP optical auroral photography, plasma probes, euroral radars, Faraday polarimeters,
riometers, ionosondes. These sensors enable timely warnings to be disseminated.

Solar flare forecasting -- a vital ingredient of magnetic/ionospheric storm-forecasting -- is
still largely an art in which the forecasters' experience and skill in recognizing and interpreting
solar features plays the dominant role. This expertise has been developed to a fairly high level and
a forecaster can often forecast that a flare will occur within one to three days but without being
precise about just when the flare will occur, its magnitude nor its terrestrial consequences.

Likewise, forecasting the onset, duration and magnitude of an ionospheric storm is still, to a
large extent, dependent on personal intuition. One aspect of this, that was repeatedly emphasized
at the STP Workshop, was the role of the magnetosphere in ionospheric disturbance, e.g. energy input
at the magnetospheric cleft, input into the auroral zone of particles energized by electric fields
parallel to the geomagnetic field or by Alfv~n waves, plasma convections over the polar cap which
maintain the winter polar ionosphere. In the immediate future real-time forecasts of polar propaga-
tion will be best made by the use of satellite sensors (see Cauffman, III, B-48) to identify positions
and intensities of large scale features e.g. areas of polar-cap absorption and auroral absorption,
sporadic E, small scale irregularities.

Another aspect that received considerable emphasis was the role of the neutral atmosphere. Joule
heating of the neutral atmosphere by auroral currents produces circulation that results in stronger
wi,.ds and chemical changes (richer in molecules). The former leads to a lifting of the ionosphere in
mlddle latitudes and consequently a lower decay rate of the plasma while the latter increases the loss
rate and produces negative storms that markedly disrupts HF radio communications. The role of neutral
air dynamics in influgncing the state of the D region was brought out in the meeting. In particular,
it is known that the transportation of minor constituents in the middle atmosphere exercizes a
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crucial role in the ionization balance in the D region both in middle and in high latitudes.

The four volume proceedings of the STP Workshop provides an invaluable document for future pre-
dictors, forecasters, users and scientists working both in ionosphere physics and radio propagation.
We owe a debt of gratitude to Dr. R. F. Donnelly both for organizing the meeting and for editing the
proceedings.
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NEW FORECASTI'.G METHODS OF THE INTENSITY
AND TIME DEVELOPMENT OF~ GEOMAGNETIC AND IONOSPHER~IC STORMS

S.-I. Akasofu
GeoIhysical Institute
University of Alaska

Fairbanks, Alaska 99701

ABSTRACT

It is shown that geomagnetic storms, mngnetospheric substorms and the
associated auroral activity and ionospheric disturbances result directly from an
enhanced power of the solar wind-magnetosphere dynamo, which is controlled by the
solar wind parameter c. This finding has raised the possibility that by monitoring
e(t) upstream of the solar wind, one can now accurately forecast the occurrencG *no
intensity of geomagnetiiu anit ilu~s~cic; di~i11L%;8 in fact, this-operation has

* already been implemented by using the ISEE/C satellite, providing us with -1 hr lead
*time forecasting. However, in order to extend the above study in providing a

practical and reliable forecasting of geomagnetic and ionospheric disturbances with
a sufficiently long lead time (>6 hrs), an entirely different method must be used.
Like weather forecasting, it is necessary to simulate numerically the propagation of
solar wind disturbances caused by a solar flare and forecast numerically time
variations of c. The resstgting ionospheric disturbarnces can be forecasted by

4 knowing the %imple relationship between c and the AE inrdex, namely AE(y)
-~ £(erg/sec)/10l%.

-

VARIETY OF DEVELOPMENT OF GEOMAGNETIC STORMS

Intense auroral and ionospheric disturbances tend to occur during the main
phase of a geomagnetic storm. However, it has long been known that the maim phase
develops differently from one storm to another. Some storms begin with a very large
storm sudden commencement (sac), but they fail to develop a significant mair,
phase. Such storms are associated only with minor auroral activity and thus with
minor ionospheric disturbances. In some other storms, a small w si is followed by a
major main phase. Such storms are associated with intense auroral and ionospheric
disturbances. Yet in some other storms, a major "main phase" breaks out without the
storm sudden "commencement." Thus, the concept of "average storm" is of little use
in forecasting the time development of individual geomagnetic stoums. Since the
magnitude of an ssc is a measure of an enhanced solar wind presuure (dp = t(2mnsw))
and thus of an enhanced kinetic energy flux (pV3 ), the above findings indicate that
geo1ragnetic storms are not simply caused by the impact of an enhanced solar wind
flow. Therefore, it is practically impossible to forecast how a geomagnatic storm
develops after a particular solar flare, unless one can find the solar wind
parameter which directly controls the development of the main phase of geomagnetic
storms. For the same reason, the forecasting of ionospheric disturbances and of the
resulting disturbances on radiowave systems based on the "average storm" is bound to
fail for individual storms.

'4 SOLAR WIND-MAGNE'IOSPHERE ENERGY COUPLING FUNCTION

The variety of development of eomagnetic storms indicates that geomagnetic
storms are nrL caused simply by an impact of an intense solar wind flow. After a
long search, we have finally found the solar wind quantity which controls directly
the developjent of the main phase of geomagnetic storms (Perreauit and Akasofu,
1978). This quantity is given by
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"w"here V and B are the solar wind speed and magnetic field intensity, respectively, e
denotes the polar angle of the solar wind magnetic field projected onto the dawn-
dusk plane, and to is a constant (-7 earth radii). Furthermore, Kan et al. (1980)
showed that c can be identified as the power generated by the solar wind-
magnetosphere dynamo. With these findings, it is possible to redefine a geomagnetic
storm and auroral activity as follows:

Geomagnetic distu:bances are caused by the magnetic fields of electric currents
which are qenerated by th¶ 1 solar wind-magnetosphere dynamo. When the dynamo power
exceeds 10-1 erg/sec (10 watts), the disturbance magnetic fields are intense
enough to be recognized as the substorm fislds. The excitation and ionization of
upper atmospheric particles by the current-carrying electrons flowing down along the
geomagnetic field lines also becomes appreciable. A variety of phenomena associated
with these processes are called the auroral and iopospheric subst~rms (Akasofu,
1968; 1977). When the dynamo power exceeds 10, erg/sec (101 watts), the
disturbance magnetic fields are intense enough to be recognized as the storm
fields. Auroral and ionospheric substorms are considerably intensified during the
storm period.

Here, we examine how the solar wind-magnetosphere coupling function e controls
the development of geomagnetic storms. The development can be monitored
quantitatively by two geomagnetic indices, the Dst and AE. The Dst index is
obtained by averaging longitudinally the disturbance field in low latitudes and is a

(• good measure of the magnetic field of the ring current belt (the storm-time
radiation belt) at any given time. The intensity of geomagnetic storms is defined
in terms of Dst; IDstI < 50y, a weak disturbance; IDstI - 100y, a moderate storm;
IDstl > 200y, a major storm. The AE index is constructed by using magnetic recoras
from a number of auroral zone stations and is a measure of the intensity of the
concentr-ated electric currents which flow in the auroral ionosphere. By using the
"Dst and AE indices, one can estimate the rate UT of the total energy dissipated in
the inner magnetosphere and the ionosphere (Akasofu, 1981). Most of the disturbance
phenomena are manifestations of the energy dissipation processes, UT becomes large
for an intense geomagnetic storm.

Figure 1 shows, from the top, the kinetic energy flux K = pV3 L02 of the solar
wind, %he solar wind-magnetosphere energy coupling function e, the rate UT of the
total energy dissipatcd in thc innse:- .gnetosphere and the ionosphere and tbe two
geomagnetic indices, AE and Dst for the geomagnetic storm of March 31 - April 3,
1973. One can see that UT is closely correlated with c, but not with K, indicating
that the intensity of the main phase is controlled by the power generated by the
solar wind-magnetosphere dynamo, not simply by an intense impact of the solar wi•
flow. Note that an intense main phase began to develop when e exceeded -10Y

erg/sec.

Figure 2 shows another example of the set K, e, UT, AE, and Dst for the Gtorm
of January 18-21, 1973. In this example, it is interesting to see that c and 11T
were very small for more than 12 hours after the storm sudden commencement. Ljuie car.
easily infer that during the first 12 hours after the ssc, there was no significant
ionospheric disturbance, since the AE index was extremely low. The main phase began
to develop only after 14 UT when c increased significantly. There were ýhree major
increases of the AE index, corresponding to three increases of c. It is not
d4fficult to expect that the ionosphere 4as greatly disturbed three times during the
storm, corresponding to the increases of c.

Figure 3 illustrates what we might call a "mini-storm" which was associated
with an inte-se impact of the solar wind flow, but a major main phase failed to
develop (see the Dst index). The reason for this failure is quite obvious. This
particular solar wind flow contained only a small amount of c; compare e in Figurls
1, 2, and 3. In many events, such storms are associated with a large value of VB ,
since a blast wave from a solar flare can produce a large value of both V and B.
However, if the vector B has a very large northward component, 8 becomes very small,
making c rather small, a-nd thus resulting in only a weak storm.

With this preparation, one can understand why there is jo much scatter in the
relation between the manimum Dst value for individual storms and the central
meridian distance of the responsible solar flares, as Figure 4 indicates. One can
infer that the envelope of the points in Figure 4 indicates appronimately the
dependence of the maximum value of the quantity VB on the central meridian
distance. The scatter of the points for a given central meridian distance comes
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and the two geomagnetic indices AE and
Dst for the storm of March 31 - April 3,
1973.

partially from the fact that 6 varies considerably from one event to another.
Therefore, from the forecasting point of view, we have no way of predicting the
intensity of storms for an intense central meridian flare, unless one can infer how
e and e vary in time in the enhanced solar wind flow.

From the above three examples, one can easily see that it is essential to
monito- c in forecasting the occurrence and intensity of geomagnetic storms. The
kinetic energy flux K ha3 little relation to the storm intensity, although it may be
closely correlated with the intensity of solar flares. Once e(t) can be monitored,
time variations of the AE index and the time development of auroral16and ionospheric

Ssubstorms Qn easily be inferreC, by a simple formula AE(y) - e/101; for example,
for c - 1 09 erg/sec, AE - 1000Y. The maximum Dst index during a geomagnetic storm
is Ipproximately related to the maximum e, denoted by %max, by iDst| = 60(log £max -
18) + 25. As far as ionospheric disturbances are concerned, the Dst index Is an
important parameter which determines the size of the auroral oval. The minimum
geomagnetic latitude LM of the auroral oval in the midnight sector is given
approximately by Lm 600 - (150/400) IDst(y)j for IDstI > SOy (.Akasofu and Chapman,
1963).
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FOPECASTING THE OCCURRENCE AND INTENSITY OF GEOMAGNETIC
STORMS AND IONOSPHERIC DISTURBANCES

From the above study, it is obvious that one can reliably forecast the time
Sde v e l o p m e n t o f a g e o m a g n e t ic s t o rm a n d th e a s s o c i a t e d io n o s p h e r ic d i s t u r b a n c e s , i fS~the solar wind-magnetosphere energy coupling function e can be predetermined as a

function of time. There are obviously two ways of determining e(t). The first one
is to monitor c directly by a satellite or a space probe at the front of the
magnetosphere. Figure 5 shows an example of such attempts (Akasofu and Chao,
1979). A medium intensity geomagnetic storm occurred at the time when the Mariner 5
space probe was loceted at a distance of about 460 earth radii from the earth on its
way to Venus. At that time, the solar wind disturbance was also monitored by an
earthbound satellite, Explorer 34. In Figure 5 we plot hourly average values of e
at Mariner 5 and Explorer 34 by shifting the Mariner data by 3.4 hours to allow for
the transit time of c; for the locations of the two spacecraft with respect to the
magnetosphere, see the insert in Figure 5. Similarity oi c at the two locations
suggests that c was well retained during its traverse from Mariner 5 to Explorer 34,

* so that the forecasting of geomagnetic disturbances is possible. In this regard, we
note that the ISEE/C satellite is located at the libration point, a geocentric
distance of 1.5 x 106 km (-235 earth radii) toward the sun. By relaying the
monitored data directly to the earth, it is possible to make a reliable forecast of
the time development of a geomagnetic storm with a lead time of -1 hr, assuming that
C "propagates" along the sun-earth line. In fact, such u forecasting system is now
operative (Teurittani anC Baker, 1977).
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From a practical point of view, however, a lead time on the order of -'1 hr is
too short to provide an adequate warning to many radiowave systems which will be
affected by ionospheric disturbances. Unfortunately, the libration "point" is the
only location where a space probe can be placed semi-permanently. Therefore, one

3 ~must find an en~tirely new method in predetermining c as a function of time with a
lead time of longer than 6 hrs. One of the ways to achieve such a goal is to
forecast numerically £(t), like numerical weather forecasting. Indeed, th." task of
numerically forecasting the time development of a geomagnetic storm is no longer an
impossible one, since • is the only parameter to be determined.

It is not certain if the global weather car. be monitored by a single parameter
like E; so far meteorologists have not found one. On the other hand, the difficulty
of forecasting c is due to the fact that we must be able to simulate solar wind
disturbances in space between the sun and the earth, without having observed values
of V, B and e. Fortunat-=ly, however, there has already been a considerable amount
of effort made in this endeavor (Dryer, 1974; Wu et al., 1976). Most of these
studies have so far been limited to simulate changes of V and B in the equatorial
plane. In order to forecast e numerically, we 'iust extend such studies to a three-
dimensional simulation or at least to a meridian plane simulation. The initial
conditions can be set by the intensity of a solar flare, the location of a solar
flare on the solar disk, and the location of the earth with respect to the solar
current disk. The last point may require some explanation. It has been found that
the surn has an extensivG electric current disk (Schulz, 1973; Saito, 1975; Svalgaard
and Wilcox, 1976; Smith et al., 1978). Furthermore, tl'e current disk is greatly
warped. As a result, as the sun rotates with the period of 27 days, the earth
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Fig. 5. Comparison of hourly values of c monitored by
the space probe Mariner 5 and the earthbound satellite,
Explorer 34. The Mariner 5 data are shifted by 3.4
hours to allow for the transit time of e.

changes its location with respect to the current disk. Figure 6 shows schematically
this situation. In a simple situation, the earth is located above the current disk
for 27/2 days and below it for 27/2 days; the current disk passes the earth's
location twice during the 27 day period.

Duiring the declining epoch of the sunspot cycle, a medium intensity storm tends
to take place during a short period (*2 days) around the passage of the current
disk. Weak geomagnetic disturbances follow the storm for about one week after the
passage of the current disk (Wilcox and Ness, 1965). This is because both B and V
tend to be large niter the current disk. However, the actual occurrence of
geomagnetic storms depends also on changes of e. A geomagnetic storm will occur
when B, V and e happen to become simultaneously large. It appears that the warped
current disk has various wavy features, causing 8 to change. This situation will be
simulated in the near future.

During the maximum epoch of the sunspot cycle, a major geomagnet/c storm tends
to occur also during the passage of the current disk, as well as during the rest of
the period. However, even during the latter case, the current disk undergoes a
temporal ercursion at the location of the earth. it is not difficult t') infer that
a solar flnre and the resulting solar wind disturbances cause a violent up-down
motion of the current disk. Figure 7 shows a series of snapshots (the meridian
cross-section) of the deforming solar current disk as the blast wave propagates
outward. The resulting deformation of the current disk may be one of the causes for
large changes of 0. If the resulting change increases e and if thi.3 period
coincides with the period of a large value of B and V, a major storm can break
out. On the other hand, a storm will be weak if 0 becomes small during the passage
of the cuirent disk.

Acknowledgments. The work reported. here was supported in part by the U.S.A.F.
Contract F19628-79-C-0067.
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RECENT HlIGH-LATITUDE IMPROVEMENTS IN A COMPUTER-BASED

SCINTILLATION MODEL

E. 3. Fremouw and 3. M. Lansinger
Physical Dynamics, Inc.

Bellevue, WA

ABS rRACT

An empirical model of the mean morphological behavior of ionospherically produced scintillation has been
updated and improved. The model code employs the phase-screen prop•gation theory to calculate the power-law
spectral index and strength (at a fluctuation frequency of 1 Hz) of phase scintillation and the standard deviation
of phase for a user-specified system. For most applications the code employs an effectively infinite ionospheric
outer scale, but means have been provided for including the effect of a finite outer scale for systems requiring
extended phase stability. The intensity scintillation index, S W is calculated from Aeak-scintillation theory and
corrected for multiple-scatter effects. The theoretica! basis for the correction stems from Rician signal statis-
tics, but it is believed to provide a practically useful transition between conditions of weak and saturated (S4 = 1)
sci'itillation. Morphologically, the model has been updated only in the auroral zone. Phase-scintillation data
obtained from the DNA Wideband satellite at Poker Flat AK over a period of almost three years following solar
minimum have been used to calibrate the high-latitude model. The update includes the strong geometrical
dependence of phase scintillation stemming from th:ee-dimensionally anisotropic irregularities amo a very
considerable increase in mean scintillation level with increasing solar activity. Limitations of the model
stemming from uncertainties and unknowns about high-latitude scintillation are stated in the paper.

I. INTRODUCTION

A variety of modern military 3ystems used for communication, navigation, and surveillance depends upon
transmission of radio signals throtigh the ionosphere. Thus, description arnd understanding of ionospheric
structure in scale-size regimes that can distort transiono.pheric radio waves are research topics of interest to
several elements of the Department of Defense. Moreover, high-altitude nuclear plasmas become structured
under the influence of various instabilities, and the resulting irregulai ities scatter radio waves to produze phase
and ..-tensity scintillations.

ks a result of the common physics underlying the scintillation phenomenon arising in both the naturally
i I disturbed and nuclear-perturbed ionosphere, the Defense Nuclear Agency (DNA) fielded an experiment in which

carefully designed radio signals were transmitted from the DNA Wideband satellite through the naturally
structured iorosphere (Fremouw et ol, 1974; Rinc et al, 1977; Fremouw et al, 1978). The portion of the Wideband
data base collected at Poker Flat AK (64.8° in,'ariant; 65.1o N, 147.5° W) has now been summarized in an
applications-oriented computer model, to be used for engineering evaluaition of effects to be expected fiom
auroral-zone scintillation. ThL. paper briefly describes the mooel code, WBMOD, which is based on earlier work
by l'remouw and Bates (1971), Fremouw and Rino (1973), and Fremouw et al (1977a).

I1. OVERVIEW OF WBMOD

A. Structure of the Code

Figure 1 is a flow dingram of Progr-am WBMOD. Upon initiation of the program, the user is asked for
1nfcrmation regarding his computational scenario. The requested information includes parameters of the user'
system, such as operating frequency and the longest time over which the system's mission requires phase
stability. !t also includes other aspects of the intended operation, such as transmitter and receiver location and
time of day, plus characterization of the general state of solar-terrestrial disturbance by means of sunspot
number and planetary magnetic activity index, K . Finally, the user specifies one of his input quantitieJ as the
indcpendent variable (a.g., transmitter !ocatiorP or time of day). Indicators of scintillation strength (i.e.,
scintillation indices), are calculated as functions of the selected independent variable.
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Figure 1. Flow diagram for Program WBMOD.

Control of WBMOD computations is quickly relinquished by the driver program to three major subroutines,
READIN, SCINTI, and SCINT3. In addition to calling for program inputs, hEADIN controls many of the
computations that are peripheral to calculation of the scintillation irdices. Sincu scintillation severity is highly
geometry-dependent, much of the code is involved in geometrical computations, and some of these are controlled
by READIN.

Among the parameters that the user may choose to vary are the receiver or transmitter latitude/longitude
coordinates (RCRD andl TCRD respectively). ThL may be done either in an incremental but static manner or in
an orbital mode (ORBT), in which the scanning motion of the line of sight is taken into account. (In all modes but
ORBT, scintillation is taken to arise solely from drift of ionospheric irregularities across a stationary line of
sight.) Whether the variable parameter is a terminal location or some other independent varlable (e.g., K or
sunspot number), its incrementing is controlled by READIN. The first implementation of the irregularity mAdel
is made by means of calls to MDLPRM, which calculates all parameters describing the irregularities except their
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strength. Simple models f or irregularity drif t velocity and height of the scattering layer, upon which the line-of -
sight scan velocity depends, are invoked at this time to complete certain geometry calculations.

If the user has not specif ied an irregularity drif t velocity (i.e., if he has defaulted by entering "model" when
asked), the code will employ the rudimentary drift model contained in MDLPRM. If the user has selected the
ORB? mode, the drift velocity isi added to the scan velocity calculated in Subroutine VXYZ and its subordinates.
The scan veloc~ty dominates over the drift velocity in typical low-orbiting scenarios, in which case the drift is
not very important. While the geometry is calculated in geodetic coordinates, all of its aspects that control
radiowave scatter and the development of scintillation, must account for orientation of the geomagnetic field.
Thus, MDLPRM and VXYZ rely upon Subroutine CGFLD, which sets up calls to the International Geormagnetic
Reference Field (Trombka and Caln, 1974) contained in Subroutine IC.RF.

As READIN increments the calculations, it also checks for completion of the number of increments
specif ied by the user, whet eupon it calls on Subroutine PUTOUT to list the computation results in an output fille.
Until complelion is accomplished, READIN passes control back to the driver during each increment cycle, and
the driver calls Subroutines SCINTI and SCINT3 in sequence to carry out the main scintillation computations.

B. The Scintillation Calculations

Subroutine SCINTI plays a preparatory roll for calculating the scintillation parameters. Its two main
functions are (1) to establish the scattcering geometry at the ionospheric penetration point of the line of sight and
(2) to provide the strength of scintillation-producing irregularities at that point, calculated from the model as
Function CSL. For its first task, SCINTI relies upon several subroutines used earlier. For its second task,
SCINTI makes the code's only request for information on irregularity strength by invoking Function CSL. The
other key information about the irregularities, which describes their three-dimensional configuration and height,
has already been calculated by Subroutine MDLPRM and passed directly to SCINT3 in Common Block OMP.

The direct scintillation calculations are trade in Subroutine SCINT3, which makes use of the phase-screen
scattering theory of Rino (1979). The centrai quantity calculated is T, which in Rino's original infinite outer-
scale f ormulation numerically equals the power spectral density of phase at a f luctuation f requency of I Hz. It is
given by

T = X2r2 /7 r mv) C L(sec O)G V2v 1  
,(1

e(2i1)2V+lr(v+½) s e

where X = radio wavelength,
re= classical electron radius,
0 incidence angle of the propagation vector on the (horizontal) scattering layer,

and L = layer thickness.

The gamma functions arise f rom normnalizing the three-dimensional ionospheric spectrum to the electron-
density variance, (( WN) 2> , such that the structure function is

C 87r3/2 r(V+k) <(6N) 2 > (2)
r(v-)i) 5t(zv-2)

The spectrum itself is taken to be of the form cSKT'in the spectral regime responsible f or scintillation, but to be
held finite by an outer scale,ca. The gamma-function arguments depend only upon the snarpn.,!ss of electron-
density gradients, expressed as a spectral parameter given by

V -i (3)

The corresponding one-dimensional (in-situ) spectral index is 2 v-I (Cronyn, 1970), and the two-dimensional (phase)
spectral index is

p =2v .(4)

The height-integrated spectral strength of the irregularities, CL, is the quantity obtained from Function
CSL, and our model for it will be described in detail in Section III C. The two remaining quantities in Eq. (1), G
and Ve ,describe respectively the static and dynamic aspects of geometrical control over phase scintillation.
They ar e calculated in Subroutine GEOFAC, which is called by SCINT3, as follows:

G - seco (5)

V = x (Cv x SY SY)~w (6)
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where a f .ield-oligned avial ratio (ratio of irregularity size along the geomagnetic field to that normal to the
S- field in a reference direction),

b =ecood axial ratio for describing sheetlike irregularities (ratio of irregularity size in direction
normal to both the geomagnetic field and the reference direction to that in the reference
direction),

and Vs = a foreshortened horizontal projection of the fine-of-sight scan velocity calculated in Subroutine
VXYZ and defined in Eq. (14) of Rino (1979).

The geometrical factors A, B, and C, which are defined in Eq. (41) of Rino and Fremouw (1977), depend
upon the incidence angle, 0, and magnetic heading, •, of the propagation vector in addition to a and b. They
depend also on the geomagnetic dip angle, ý, and on a final irregularity parameter, 6, which is th- angle that sets
the reference direction for defining b.

The physical fact accounted for by the static geometrical enhancement factor, G, is that the phase
perturbation imposed on a radio wave propagating along an extended dimension of irregularities builds up quasi-
coherently, as compared with that for propagation along a short dimension. That described by the effective
velocity, V , is that a low-pass spatial spectrum results in stronger spectra' density at a given temporal
frequency (6 Hz) not only for greater scan velocities, but also for scans across short irregularity dimensions as
compared with long ones.

The fundamental outputs from WBMOD are T and p, which respectively are measures of the strength and
spectral character of phase scintillation. The power-law spectral index, p, of phase is obtained from Eq. (4),
which ignores the effect of diffraction on the shape of the phase spectrum. Diffractive alteration of p is
believed to occur, but to be quite subtle (Livingston et al, 1981). The code is structured so that future research
results about spectral index could be incorporated in Subroutine MDLPRM, but WBMOD currently employs a
constant value of 1.25 for vand outputs the corresponding value of p (2.50).

Unlike p, the strength, T, of phase scintillation is highly variable. The large majority of WBMOD is given
over to calculating T and two commonly used indices of scintillation activity based on it, one for phase and one
for intensity. The scintillation index for phase is simply its standard deviation, a, which may be calculated by
integrating the phase-scintillation temporal spectrum, o (f), as follows:

= f (f2+f21P/2 (7)

where fc fc 0

fo = Ve/2 e ra (8)

[ The uter scale, a, is measured in rao/m in the field-normal reference direction used in defining a and b, at the
2 ( -point on the in-situ power spectrum. ]

In Eq. (7), f is the lowest phase-fluctuation frequency to which the system is sensitive. For instance, in
the Wideband sate'llite expernent with normal processing, f was 0.1 Hz (Fremouw et al, 1978) as set by phase
detrending. In a coherently integrating radar, it would be the $eciprocal of the time over which phase coherence
is required. For systems not sensitive to phase instability in the propagation medium, f c is effectively infinite,
and the effective 'u is zero.

Equation (7) may be evaluated analytically for three ranges of the ratio f /f (Fremouw and Lansinger,
1981), but an analytical evaluation has not been found for the range fc only siigl tly greater than fo. The
ionospheric outer scale, a, is sufficiently large that fc > >fo over the rangecof effective velocity, V, encountered
in the Wideband experiment, and we have employed the corresponding analytical evaluation of Eq. (7) for our
modeling. Moreover, the magnitude and variational behavior of ca are not known. While the outer scale appears
to be quite large compared with the spatial windows of a number of ionospheric experiments, there is no
assurance that the infinite outer-scale limit would apply for all systems in all operating scenarios. Accordingly,
SCINT3 contains an efficient means (Subroutine OSRTN and Function F) for numerically evaluating Eq. (7), so
that the code is not restricted inherently to application in the infinite outer-scale limit. At present, a is set at a
very large constant value (10i m), so the limiting analytical evaluation of Eq. (7) is employed in any likely
application. An option is providc.i for the user to override this default value should he want to investigate the
effect of varying the outer scale. The main reason for coding Eq. (7), however, is to prepare for ready inclusion
of any new results on the ionospheric outer scale that may be yielded by research programs.

The scintillation index for intensity is the ratio, S , of the standard deviation of received signal power to
the mean received power (Briggs and Parkin, 1963). bJnlike o0, its relation to T is set not by a system or
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ionospheric ;.rameter, but by the diffraction process that gives rise tn intensity scintillation. For weak to
moderate levels Uf intensity scintillation, S4 is very well approximaled (Rino, 1979 and Fremouw, 1980) by

4W (2v-1) T F -
Ve

where C(v) is a normalization factor related to that in Eq. (1). The Fresnel filter factor, F(a, b, 6, v), describes
the geometrical enhancement of intensity scintillation. It also accounts for diffraction, together with the
Fresnel-zone size,

Z = Xz sec e (10)
47r

in which z is the effective "reduced height" (including correction for wave-front curvature and curved-earth
geometry) of the irregularities.

While Eq. (9) is a weak-scintillation formula, it may be generalized for practical purposes, to include the
well-known saturation of 54 at unity by writing

-4 -,• S2 = l-exp(-S2) , (11)

which is exact for scintillating signals that obey Rice statistics (Fremouw and Rino, 1976). Use of Eq. (11)
ignores some effects of geometrical-optics focusing, which can drive S4 modestly above unity and which subtly
alter the signal statistics accompanying scintillation (Fremouw, Livingston, and Miller, 1980). Comparison of the
behavior of S4 and a , as measured in the Wideband experiment, however, shows that Eq. (11) is quite adequate to
represent the behavio of 54 for presently identified applications of WBMOD, and it has been coded into SCINT3.

111. THE MODEL

A. Overview

In order to calculate T, p, oa, and S , one must have values for eight parameters describing ionospheric
irregularities. They are the height, h, and vector drift velocity, V of the irregulasities; an outer scale, a; four
",shape" parameters describing the irregularities' three-dimensionariconfiguration and spatial "sharpness", a, b, 6,
and v; and the height-integrated spectral strength, CsL. Program WBMOD contains models for the foregoing
eight parameters, but the degree of detail is very mudc less for some than for others.

As alluded to in Section if B, the "model" for outer scale is a single, effectively infinite (106 m), constant
value. That for drift velocity is almost equally rudimentary, consisting of a geomagnetically eastward motion at
a speed, in m/sec, of

= 50-15 (+erf m3° + 40(1+K ) 1+erf AL..Ž) (12)

where erf stands for error function and m is the geomagnetic invariant latitude. Equation (12) describes a drift
of 50 m/sec at the geomagnetic equator, dropping to 20 m/sec at middle latitudes, and increasing wi'h
geomagnetic disturbance at latitudes above that, A., of the high-latitude scintillation boundary. This description
is in need of review, especially at high latitudes, a-d users with phase-sensitive applications involving
geostationary satellites are advised to make use of the option provided for external specification of values for
Vd. (Drift velocity is of no consequence for WBMOD application to systems susceptible only to intensity
scintillation, and of little importance in even phase-sensitive low-orbit applications.) A rudimentary description
of th~e effective (centroid) height, h, of scintillation-producing irregularities in the F layer also is included in
WBMOD, as follows:

h = 500-75 1+erf kin. (13)

That is, the equivalent phase-changing screen is taken to be at about the middle of the F layer, 350 kin, except
near the geomagnetic equator where nighitime scintillation seems to arise in a layer extended to considerable
height,

Prior to the Wideband experiment, in-situ measurements of ionospheric irregularities were generally
reported as indicating a one-dirr.ensional power-spectral index of about 2, which would translate to a phase
spectral index, p, of 3 and a value of 1.5 for v. Our approach to scintillation modeling was predicated on being
able to treat v as a cons*dnt in contrast to the expected large range of variation in irregularity strength, C L. In
view of Eq. (4), a constant v translates to a constant p, which was a Wideband post-processing observable.
Investigation of the occurrence of p values observed at VHF from Poker Flat did show a rather narrow
distribution (Fremouw and Lansinger, 1979), but the peak was between 2.0 and 2.5 rather thas, near 3, as
expected. Employing a value on the high end of the obse-ved range tends to offset the effect of ignoring
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diffraction wrought by employing Eq. (4), and we have coded the value 1.25 for v (i.e., p = 2.50).

With simple models established for outer scale, drift velocity, height, and gradient sharpness (spectral
index) of the irregularities, we are ready to consider the more variable and, therefore, important parameters: a,
b, and 6 for describing the three-dimensional configuration of the irregularities and C L for de.cribing their
height.-integrated strength. The three remaining shape parameters have been estabhshed for auroral-zone
irregularities by analyzing the geometrical behavior of scirtillation as observed by means of Wideband at Poker
Flat. The procedure and results are described in Section III B. By far the most effort was put into modeling
irregularity strength, by means of iteraLive comparisons with the data, as described in Section III C.

B. Three-Dimensional Configuration

Irre-gularitits known a priori to have some degree of magnetic-field alignment are extended in a direction
charactrized by the dip angle, 'p. In a coordinate system thus tied to the geomagnetic field, the three-
dimenskn•;,al irregularity configuretion is characterized by a, b, and 6. For isotropic irregularities, we would have
a = b = 1, and geometrical coretro of scintillation would reduce to a path-length effect measured as sec e.
"Rodlike" irregularities displaying axial symmetry about the magnetic field (a >l,b=l) would produce enhanced
scintillation only when the line of sight is nearly parallel to the field. Three-dimensionally arnsotropic (a> 1,
b> 1) irregularities produce enhanced scintillation near a line in the sky dictated by 6.

Pre-Wideband scintillation data cl.arly established field-alignment of the irregularities, with particularly
large values of the along-field axial ratio, a, reported in the equatorial region (Koster, Katsriku, and Tete, 1966).
It has now been established that the dominant irregularities immediately poleward of the nighttime high-latitude
scintillation boundary are extended also in the geomagnetic east-west direction, as though layered like onion
skim along L shells (Singleton, 1973; Martin and Aarons, 1977; Fremouw et a!, 1977b; Rino, Livingston, and

a Matthews, 1978). More recently, it has been established that these so-called sheetlike irregularities are confined
to the night side of the auroral irregularity zone (Fremouw, Lansinger, and Miller, 1980), vith very few
exceptions.

Alignment along L shells is described by 6 = 0, and we have coded such a constant value into WBMOD. (The
value of 6 is immaterial for axially symmetric irregularities, and the only three-dimensionally anisotropic
irregularities presently known to exist are L-shell aligned.) We exploited the aspect-sensitivity off phase
scintillation (Fremouw and Lansinger, 1981) to establish initial values of a and b, prior to iterative adjustments
to be described in Section III C. Recent refinement of our technique suggests that there is some diurnal change
in the value of a at the latitude of Poker Flat. This effect could result from a lesser degree of field alignment
equatorward of the high-latitude scintillation boundary than poleward of it, however, since the boundary usually
is located well poley-ard of Poker Flat during the day. Pending a possible future separation of latitudinal and
diurnal variations of a, we have coded the following simple model:

a = 30-ah l+erf x O) (14)S~3-

Equation (14) describes very elongated irregularit.es near the geomagnetic equator and a field-aligned axial ratio
of 30-2a elsewhere. Our initial value of ah was 10.75, which then was slightly modified by iterative tests to be
describeU in Section III C.

It is commonly supposed that mid-latitude irregularities are axially symmetric (b = 1), but Wideband has
shown that nighttime irregularities in the auroral precipitation zone are not (b > 1). The initial value of b
established by our procedure is a kind of average nighttime value at the magnetic latitude of Poker Flat (6r' ),
which often is near the scintillation boundary between the mid-latitude and auroral ionospheres at night. Unlike
the situlation with a, for which refinement ' technique was necessary to uncover a possible diurnal variation, we
found clear evidence for such a variation in b. Taking all daytime data from non-overhead pass corridors, we
found no indication of a prominent geometrical enhancement. Again noting that such an effect might be caused
by a latitudinal rather than a diurnal variation, we separated passes during which the dayside scintillation
boundary was (1) equatorward and (2) poleward of Poker Flat, finding 100 of the former, 88 of which were from
non-overhead corridors. In only five such passes was there evidence of geometrical enhancement outside the
overhead corridor. We concluded, therefore, that irregularities on the day side of the auroral ionosphere are
predominantly rodlike, and we coded the following model for b:

b = l+bh [+cos 12 lm +erf A mA (15)

where Tm = geomagnetic time, in huurs.

Equation (15) describes rodlike irregularities over most of the earth, with the exception of the region
poleward of the nightside scintillation :boundary latitude, Ab* Above the boundary, the value of b changes
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smoothly from unity in the daytime to 4bh + I at night, peaking at that value 2 hours after geomagnetic midnight.
The w'dth of the latitudinal transition is described by Ah, which will be discussed in Section III C. The initial
value of bh was set at I and tOen modified by iteraion, as will be discussed in the next section.

C. Height-Integrated Irregularity Strength

The parameters discussed in the previous section are modeled in Subroutine MDLPRM of Prog~ram WBMOD.
They leave only one of the eight irregularity parameters to be described. It is the most vdL mOt and, probably,
the most important of the eight: the '-ight-integrated strength, CsL. The irregularity strength is modeled by

means of Function CSL as follows:

VCsL = E(A ,• ,T,D,R) + M(XmT) + H(A ,T ,K ,R) (16)
S in g in n i p

where Am = geomagnetic invariant latitude,

ig = geographic latitude,

T = local meridian time,

D= day of the year,

R= smoothed Zurich sunspot number,

Tm = geomagnetic time,
and K = planetary geomagnetic activity index. The three terms in Eq. (16) respectively describe the strength of
equatoriaP, mid-latitude, and high-latitude irregularities. The first two have not been tested extensively against
Wideband data, and we shall consider only H.

The ,iigh-latitude term is based on the observation that there often is a more-or-less abrupt boundacy
(Aarons, Mullen, and Whitney, 1969) between the mid-latitude region of relatively smooth ionosphere and the
high-latitude scintillation region. It is located, typically, equatorward of discrete-arc auroras in the general
vicinity of the diffuse auroral boundary. The underlying form of H stems from the supposition that the
instantaneous boundary latitude is normally distributed about a mean value, Ab, for a given set of Timn K , and R.
This supposition, together with other considerations to be discussed shortly, yields the following form forlh:

H = Ch (1+CrR) j14erf (•h)] (17)

where the C's are constants to be established by iterative testing against scintillation data, and where the error
function arises from integration over the normal distribution of instantaneous boundary location, which
distribution has standard ;Niation Ah (Fremouw and Bates, 1971).

The multiplicative dependence of H on R stems from (1) our observation at Poxer Flat that scintillation
increased with advancing phase of the solar cycle during the Wideband experiment (Fremouw and Lansinger, 1980)
and (2) a consistent observation in the northern polar cap by Aarons (private communication). Moreover, we have
found that scintillation activity is higher for a given K in years of high sunspot number than in years of lower R
(Fremouw, Lansinger, and Miller, 1980), so the depenrience of H on K and R may be modeled in separable
fashion. P

To establish the sunspot-number dependence of H, which is proportional to a through Eqs. (1). (7), and (16),
we made a scatter plot of monthly averages of a, against R, as illustrated in Figure'2. Using nighttime data only,
in order to minimize contamination from sub-bdundary scintilla ion, we found the linear least-sqL-are fit shown in
the figure. From the ratio of intercept to slope, C was evaluated as approximately 0.05. The linear fit
describes the general upward trend of scintillation se, eFity with irncreasing sunspot number rathcr well.

At the same time, there is an enticing quasi-cyclic departure of the observed behavior from the trend line.
Since Basu (1975) found a marked seasonal dependence in scintillation activity in the G'eenland sector, we
investigated the possibility that the oscillatory behavior in Figure 2 may stem from a seasonal variation at Poker
Flat. We found no statistically significant seasonal pattern, a point to which we shall return ir Section NV. We
should like to explore the possibility that the departure from the linear trend is related to reversals in the
interplanetary magnetic field, but such an investigation is beyond the scope of the present endeavor.
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It is well known that the auroral oval and a variety of boundaries essentlally concentric with it migrate
equatorward with increasing geomagnetic activity arJ poleward with oecreasing disturbance. The scintillation
boundary participates in this migration and lies at a higl't!r latitude on the day side of the earth than on the night
side, as do the othe7 boundaries. 7hese facts about the scintillation boundary, together with a reported near-
independence of polar-cap scintillation from K control (Aarons, private communication), are described by Eq.
(17) in conjurnction with the folluwing expressioJhor the invariant latitude cf the scintillation boundary:

-=_. s i(Tm-2)
X b = Xlk-CkKp-CbtCos (18)

where X I and the C's are constants to be evaluated.

The remaining characteristic of the "average" or "climatological" scintillation boundary to be described is
its width, •. (i.e., the latitudinal extent of the region over which, on a;erage, scintillation severity changes from
its low value in the sub-boundary "trough" to its high-latitude value). We have found the following description of
average boundary width to be useful:

Xh = ChbXb (19)

where Chb was found by iterative testing to be 0.15.

Equation (18) describes a ecrcular sch tillation boundary centered X/- CkK degrees toward the dayside of
the eirth from the geomagnetic pole. The line of symmetry passing k.hrougPthe pole, iowever, is not the
geomagnetic-midnight meridian, but r.Lher is shifted tv-o hours after midnight. This shift is based on a finding
of Bdsu and Basu (1981) from in-situ plasmi-orobe data. %,e found that imposing such a shift in Eqs. (15) and (18)
improved our ability to obtain simultaneously satisfactory fits to some of the iterative-test deta sets to be

discussed next.

Inspection of Eqs. (14), '15), (17), (18), and (19) reveals the following eight constants to be established for
quantitative description of the three-dimensional configuration and height-integrated strength 1f high-latitude
scintillition-producing irreguiaritie: ,: , b9, Ch, Cr9 Xl, 5f C., and Chh. As has been discussed, essentially
deductive procedures were found for es 1abkshing at least s arting values Ior lour of the eight: ah, bh, C , and
C b. Starting values for the "emaining four were available from earlier work and from an experience-'Sased

o irniuition about behavior of the high-latitude ionosphere.

With starting values for the eight iterative constants established, .he Wideband data population from Poker

Flat was divided into 22 subsets, 14 of which %ere used for iterative model-building, w'th the remaining eight
reserved for final testing. The division was made on the basis of pass geometry and K . Since Wideband is in a
sun synchronous orbit, pass corridors established for defining geometry could be param9terized by means of pass
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time. The first two corridors to be defined were (I) nighttime passes for which the pass-minimum value of the
angle between the propagation vector and the geomagnetic field was 10* or less and (2) daytime passes meeting
the same criteriont. These two corridors turned out to be bourded in universal time (UT) by (1) 10184.0C59 and (2)
1944-2022.

Local standard time at the station corresponds to UT - 10 hours. Following definition of the foregoing two
overhead c,)rridors, corridors well east (earlier in time) and well west (later in time) of the station were defined
for iterative modeling. They are bounded in UT respectively by (night) 0854-0939 and 0154.1239 and by (day) 1739-
1824 and 2039-2124. For both day and night, final-test corridors were defined between the overhead and east
corridors and between the overhead and west corridors. They are designated as east-intermediate and'west-
intermediate, and data from them were not used in iterative model building but rather were used as an indication
of mdleI fidelity after all iterative constants were frozen.

Once the geometry/time corridors were established, the data in them were divided into the following three
K ranges: 0 through 2+ (designated low). 3- through 5+ (mid), and 6- and above (igh). For the low and mid
cA'tegories of K , sufficient data exist for separation into all geometry/time corridors. There %ere too few high-
K passes, however, to make statistically meanin,;.ul data su",sets by corridor. Thus for high K , oniy two
sAisets were established (one for daytime and one for nighttime). Finally, then, there were 14 datas ubsets for
iterative modeling (six each daytime and nighttime corridors for each of two K ranges plus two high-K sets)
and eight for final testing (two eaci davtime and nighttime corridors for each of Pwo Kp ranges).

For each geometry corridor, a representative pass was selected from near the center of the corresponding
LIT range. The pass time and the beginning and ending latitude a.-d longitude for the representative pass were
then input to WBMOD, and the code was run in ORBT mode. External software was employed to d;splay the
calculated value of o, as a function of invariant latitudfe of the F-layer (350-1km) penetration point on a graphics
terminal. The values of oo measured during passes in each data subset were then sorted into the same
penetration-point latit'de bins, and their avcrage values also were displayed on the screen.

For the WBMOD calculations, K was set at the middle value (1, 4, or 7) of the range included in tne data
sub.et being used for comparison. ForPal! iterative modeling runs, the sunspot number was fixed at 50, which was
set after calculating 52 as the mean value encountered in the Widebard experiment (weighted by the number of
data points available for each incremental value of 9). Sunspot-number dependence was modeled independently,
as discussed in conjunction with Figure 2.

With the independent variables (geometry time, K and 1) set, WBrAOD was run and th, csult co.-nared
graphically with the corresponding a measurements f Am a given data subse:. The model constants *were
ad)usted to provide better ',subjectivety judged) fits for each representative pass. Initialiy, such iterations were
performed for the low-K and rnid-K data sets for each of the six nighttime model-building corridors. With
interim values for the coistants set, a9 simnilar round of iterations was performed for the daytime cases. Several
iterations often were run at a sing!e modeling session, comparisons being made with a number of data subsets.
Periodically, hard-copy plots of all 12 passes were made so as to permit simultaneous comparison of data and
model results xor all. Such comparisons yielded strategy for the next iteratior session. The objective was to find
a set of constants which simultaneously geve satisfactory fits for all 12 subsets plus the two high-Kp sets.

The final values iteratively established for the h.gh-latatude model constants are as follows:

ah = ll Ch = 4 .3 x 10I "1 = 71. Cb, = 5.5

bh 0.75 Cr = 0.0496 Ck = 1.5 Chb =0.13

The resu.ting model outputs are compared with their data counterparts in Figures 3 1', and 5.

Figure 3 contains the six low-K (bottom) and mid-K (top, nighttime representative passes (sclid) arn.
data subsets (broken). From left to rig:, the passes progrs.-? in time (ane the orbital plane frorm east to west).
The geometrical enhancements are prominent in both the calculations arn the data sets, being located close to
the latitude of the station at the point of minimum off-shell angle (subject to one-degree latitude resolution).
The ge.eral increase :n activity witri increasing K is evident, and the differences in enhancement between

t •overhead and off-meridian passes and between pie-midnight and post-midnight passes are reasonably well
reproduced by the model.

In some instances, the model underestimates o to the north of the station. The calculated value there is
dcprcss-d by a decrease in Ve as the line oi sight scans along e;tendEd axes of either rodlike or sheetlike
irregularities. it is temnptime cc introduce a furth-l- latitjdinal change in axial ratios (decreasing at higher
latitudes) in an attempt ti ..,pr.•ve the fitý.. There is insufficient information for reliably doing so, however,
from the pnase data nnly. Improvements may well be possible on the bas~s of S/o , but such an effort was
beyond the scope of the present work.

Resul.o for daytime passes in the overhead (left) and west (right) corridors are displayed in Figure 4. The
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Figure 3. Comparison of nighttime, VHF phase scintillation index calculated (solid) by means of Program

WBMOD and observed (broken) at Poker Flat, Alaska in the Wideband Satellite Experiment. Left:

pre-midnight passes to the east of the station. Center: near-midnight passes essentially along the

geomagnetic meridian. Right: post-midnight passes to the west of the station. Bottom: 0 .< Kp <

2+. Top: 3- < Kp _ 5+. No. of passes in each data set is indicated in the upper righthand corner of

each grid. Calculated values are for a single representative pass.
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Figure 4, Comparison of WBMOD (solid• results and observed values (broken) of daytime VHF phase
scintillat;on index. Left: overhead (mr ncrig) passes. Right: west (late morning) pas.,es. 16octom:
0 1 K s 2+. Top: 3- K P, 5+. No. of passes is indicated in the upper r!Zht-hand cor-er o; each
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east corridor produced rather short passe. and did not contribute appreciably to the iterative modeling. Again,
the low-K sets are at the bottom and the mid-K sets are at the top. The total lack of a geometrical
enhancement in the west corridor attests to the diurRIal variation in b. describing L-shell alignment at night anc
axial symmetry (in view of the enhancement in the overhead corridor) in the daytime. The general level cf
scintillatioi is reasonably well reproduced, as it was at night.

The code overestimates daytime scintillation somewhat to the north of the station in several instances.
The gratifying degree of fit in the west corridor under mid-K conditions, however, suggests reasonable fidehty
in the latitudinal description of irregularity strength. This cse is useful for that purpose because the transition
region is accessible from Poker Flat, and because complications regarding axial ratios do not arise in this
geomeTy.

Finally, the high-K results for nighttime and daytime are shown in Figure 5. For very disturbed
conditions (K > 6-), there~were too few Wideband passes to maintain separation of the data pooulation into
subgroups by Ageometry/time corridors. Geometrical and time considerations were taken into account in the
model calculations in the following way. First, the number of hign-K passes in each corridor was established,
along with the average sunspot nunber and K value for that small d9ta subset. The code was then run for the
previously chosen representative pabs geometrý and time for that corridor, using the subset-average values of R
and K . The resulting a, values in each latitude bin then were averaged together after weighting by the number

x of datR passes in each cotridor. What appears in Figure 5 as solid curves are these average calculation results
for nighttime (left) and daytime (right) independently, together with (broken curves) the ubserved averages from
the corresponding data sets.

Nighttiim - High KP Daytinlie- High K
5 - -____- 5

10 passe 10 passes
!38 Mz 138 NHz

3 3
$4

I7

55 65 75 55 65 75
SINVARIANT LATITUDE -deg

Figure 5. Comparison of model results (solid) and observed values (broken) of VHF phase scintillation index
for geomagnetically very disturbed (Kp > 6-) nighttime (left) and daytime (right) conditions.

The results illustrated in Figure 5 were used 'n the few final iterations of the model constants, but fa- less
so than the data contained in Figures 3 and 4. In particular, the rather satisfactory fit to the nighttime data in
Figure 5 polewaro of Poker Flat was obtained with very little high-K -uased iteration. The overestimation of
nighttime a% in the geometric-enhaicement region probably is overst'ted in Figure 5, as a result of suspected
saturation of data-processing procedures under extremely disturbed conditions. The calculated peak may be a
better represencation than tCe observed-data curve would inricate.

7,Ta, most striking and potentially significant deficiency in the nighttime model lies well equatorward of
Poker Fla'. In several instances, unexpectedly strong phase and intensity scintillations were observed under
magnetically disturbed conditions at an ionospheric penetration latitude of about 56* invariant. Quite likely
representing a signature of some form of convective instability at the plasmapause, this scintillation feature is
totally unaccounted for in the present model.

The genera! level and latitudinal distribution of daytime scintillation under high-K conditions seems
rather well descr.bed by the model. Figure 5 is consistent, however, with a possibility that there may be adiurnal variatiosi in the field-aligned axial ratio, a, which is not described by the present model. As discussed in
Section III B, systerratic analysis has disclosed a smaller average value of a at the latitude of Poker Flat in the
daytime than at night, but insufficient data were available to sort out reliably whether the effect stems from a
diurnal variation or from different values of a poleward and equatorward of the scintillation boundary. Figure 5
is consistent with the former view. Unlike the results shown in Figures 3 and 4, those ir. Figut e 5 include passes
from intermediate corridors. They contribute to the geometrical enhancement indicated in the daytime modelresult shown in Figure 5, and they are sensitive to the modeled value of a. Daa from a higher latitude station

are needed to do a fully satisfactory job of modeling dayside auroral scintillation.
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IV. CONCLUSION

Program WBMOD combines the most useful scattering theory available for calculating radiowave
scintillation with the best available description of the electron-density irregularities responsible for ionospher-
ically produced scintillation. It permits a user to specify his operating scenario and to obtain four quantities that
characterize complex-signal -intillation for that scenario. In addition to the spectral index, p, for power-law
phase scintillation, the code returns the spectral strength parameter, T, and the standard deviation, o@ , of
phase. It returns these quantities and the intensity scintillation index, S., as functions of a changing independent
variable chosen by the tser.

The theory employed in WBMOP is based on the equivalent phase-screen representation of Booker,
Ratcliffe, and Shinn (1950). for mulated to account for three-din ansionally anisotropic irregularities (Singleton,
1970) described by a power-law spatial spectrum. The formulation employed was developed by Rino (1979) in the
infinite outer-sca le limit, but a means for dealing with the effect of a finite outer scale on phase scintillation
has been incorporated in WBMOD. Similarly, a means has been provided for accomodating multiple-scatter
effects on intensity scinti"ation that should suffice for practical applicat-,ons.

The descriptive irregularity model is based on numerous observations (Fremouw and Bates. 1971; Fremouw
and Rino, 1978), but most particularly on observations of phase scintillation performed in the DNA Wideband
Satellite Experiment (Fremouw et al, 1978). The most significant caveat about use of WBMOD, however, is that
it has been calibrated quantitatively against Wideband data from only a single station in the northern auroral
zone (Poker Flat AK). As described in Section IIl, the descriptive model was developed by iterative comparison
with most of the Wideband data population from Poker Flat, with a portion of the population reserved for final
comparative tests.

In Figure 6, we present model comparisons with two data sets not used in iterative development. Thc data
sh výwn are from the west-intermediate nighttlme (left) and daytime (right) corridors, collected under moderately
disturbed geomagnetic conditions (3- -K < 5+). The model was run for the geometr•y and time of a
representative pass in each corridor, using 9 K of 4 and a sunspot num'ier of 50 (aDproximatelv the weigigted-
mean value for the Wideband experiment, as de•'ci ibed in Section !HI C).

West Intermediate - Mid K

Night Day

!46 passes 9 pse
138 MHz 0M 11

- i Figure 6. Comparison of model results
I - L(solid) with observed val-

' I ues (broken) of VHF phase
scintillation index from

4
1 j -+two dissimilar data seth

not used in iterative
0 0-- :-. ,development of the model

55 65 ?5 55 65 75

INVARIANT LATITUDE - deg

The figure corroborates that the model describes the general level and the main features of auroral-zone
phase scintillation with rather satisfactory fidelity (within a factor of two, say, for multi-pass data sets). We
stress that the irregularity model contained in WBMOD is climatological in nature. Thus, the scintillation indices
returned should be treated as expectation values and not as predictions for a specific observation.

As in Figures 3 and 4, there is some tendency in Figure 6 for the nradel to underestimate nighttime
"s(intllation sever Ly, especially at the lowest subauroral latitudes, and to overestimate daytime auroral-zone
scintillation. Investigation of scintillation conditions at the plasmapause and in the subauroral ionospheric trough
should remedy the former deficiency, which could be of operational significance under very disturbed conditions
(Figure 5). The latter defect may be more difficult to deal with, but the shape of the day~ime calculated curve
in Figure 6 is consistent with the suggestion based on its counterpart in Figure 5 that the field-aligned axial ratio
in the dayside auroral ionosphere is smaller than that included in the present model.

In closing, we re-emphasize that users of tl.e code should judiciously select options according, to their
specific needs and according to the various model limitations described in this paper. The model ought to be
most reliable for describing au-oral-zone .cint..laticn, especially in the Alaskan sector. It has been far less
reliably compared with observations of equatorial scintillation. Moreover, it is much more reliable for phase-
scintilletion calculations in low-orbiting applications than in geostationary applications. Users desiring p~hase
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information in the latter situation should consider providing their own estimates of ionospheric drift velocity,
although the code will provide default values if desired. Finally, the model has been checked much more
thoroughly against phase data than against measurements of intensity scintillation.

A new contractual effort is being undertaken to extend and improve the irregularity model in WBMOD.
Emphasis is continuing to be put on phase scintillation at auroral latitudes, but the effort extends beyond that
particular topic. First priority is on describing longitudinal differences in high-latitude scintillation and related
seasonal effects (Basu, 1975). A concerted attempt also will be made to extend WBMOD's irregularity description
to the polar caps and the plasmapause. In conjunction with extension of the model, its results will be c.mpared
with intensity scintillation data as well as with phase data.
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SENHANCOEM2TS AND SHARP DEP IONS OF TCTAL ELDCTRN CONTENT IN THE
NIGfHfr F EQUATORIAL IONSPHER
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Weston, Massachusetts 02193

R.S. Allen and J.A. Klobuchar
Air Fbrce Geophysics Laboratory
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LNTRODUCTION

Over the past decade there has been a synthesis in the understanding of nighttime processes in the
equatorial ionsphere using ccntributions tran such varied observational techniques as incoherent radar
backscatter, radio scintillations, optical emissions and in-situ, measurements (Basu and Kelly, 1979;
Fejer and Kelly, 1980 and referenc-stherein). Cansiderations from aerongmy, plasma physics and
numerical simulations (Ossakow et al, 1979) illustrate, to a larger extent, the unity of the divarse
observations. Utilizing the fact that most of the contribution to TEC canes from the vicinity of the
F-regialpeak, TSC observations are able to oontribute to present understanding of the equatorial
ionosre.

The e1 2atorial ionosphere has been continuously monitored for over two years from Ascension Island
(Lon. 15 W., Lat. 80 S..) through measuresents of total electron content (Tm) using the Faraday
rotation of 136 lti sigrals fran the geostationary satellite SIRIO. Two characteristic features of
the nighttime ionosphere will be discussed here: a post-sumset enhancnent whicn lasts for several

Shours, and follows a rapid sunset decrease unattrilutable to the usual ionospheric decay processes;
and the sudden sharp changes in thle electron cxntent along the ray path that are often superimposed
on these enhancemnts and, to a lesser degree, on the subsequent "normal" righttiime ionosphere.

Similar measuremlrults have been umad previously in the equatorial region. Hunter (1969) in Nairo0i
and Koscer (1972) in Ghana have reported: rapid sunset decreases in Faraday rotation, primarily
emphasized in the aiana data; and post-sunset enhancements which may equal or exceed daytime levels,
greatly esphasized in the Nairobi observations.

The sixlden, sharp variations, to be defined here as superimpos'0 " 'tructures", are most often seen
as depletions in TEX. Similar features are shown by Tsuncda and T.,le (1979) to be associated with
radar backscatter plures. Kaushika and de Mendonca (1974) and Aarons and Whitney (1980) have shown
that sharp variations in TEC are coincident with scintillation patches. Yeh et al., (1979) tie
these structures to F-region depletions measured by in-situ probes and the plasma "babbles" of
theoretical studies. The variation in occurence cf thse structures, both seasonally and diurnally,
within the 27 mo.ths of observations are examined here.

OBSERVATIONS

The data base for this study oonsists of over two years of conntamus measurements of TDC, from
September 22, 1978 through Deoerber 21, 1980. The ray path to the SIRIO satellite from Ascension Island
is directly north at an elevation angle of 800. A schematic representation of the geographic and
magnetic relationships is shown in fig-are 1. It is seen that field-aligned, plasma density structures
in the F-region that cross this ray path map to altitudes of 600 to 1000 km. above the magretic
equator. The observation period is near tne maximum of the present solar cycle; topsidle density
measurements in the evening sector over the Atlantic Ocean near the maximum of the last solar cycle at
_ltitudes greater than 600 km. (Burke et al, 1979), suggest that TEC measurements should be highly
structured at Ascension Island.

Figures 2 and 3 contain examples . of nighttime TBC as a function of 73r, illustrating daily and
seasonal variability. Data from figure 2 (3), come from five (six) consecutive days near the June
(December) solstice. Local time lags 71T by one hour. GrotAd sunset occurs at about 184.5'1 (19151T).
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Figure 1. Schematic of Ascension Island- SIRIO ray path relationship to fiold lines over the
magnetic equator.

A quiet, well-behaved ionosphere is expected during June at Ascensin Island and found on the 10, 11,
and 13 of June 1980. On some nights (June 10 and 13) the decay that begins during the sunset period
persists as a gradual decrease over the entire night with only small hour-to-hour variations. On
other nights (June 9, 11, and 12) there is a post-sunset increase in TEC peaking about 3 to 4 hours
after sunset. Often this local rxinun exceeds daytine TEC values. After the maxianu, TEC usually
decays to its expected pre-dawn minimum. Even during this period, hbever, there are examples
of sudden, sharp variations in TSC. Depletions of ' 15%, accompanied by intense scintillation, appear
on nights (June 9 and 12) with a particularly large post-sunset enhancement. These structures have
distinct boundar-,es which suggest east-west dimenstions of 300 to 500 kin, as discussed below.

The examples of figure 3 are from December 1980. Unlike June, the atypical case is the night
(December 18) of no superimposed structure or scintillation activity. On all other evenings there
are post-sunset enhancements of large arp1itude and 2 to 3 hours duration, the largest occurring on
the 17th. This day had several structures in TEC which appear as depletions, and a large finger like
enhancement. If this enhancement is part of the background the depletions are >_ 30%. These
structures appear as early as 210C UT (ODcrerr 13 and 17) or as late as 0100 UT (December 16). The
first structure tends to have sharp boundaries in time. Structures appearing thereafter are less
distinctly bounded, suggesting either a decay process or the existence of two or more structures
long the ray path.

In the examples presented herq, TSC could be meawired continuously throughout the day including the
rapidly changing evening periods. This is not always the case. On many evenings in September
throuch March period, fluctuations in Faraday rotation occur so rapidly that the polarization angle,
and tkeiebY tV', are indetermin-ate. This occurs most orten .•ith the first appearance of stricture,
infrequently in the late night period.

The nocturnal and seasonal variability are sur)arized in the histoam of figure 4. Each
histogram is a plot of tle percttage ci nights in which structures were observed within each
12--mr'nute t•ime cell during the monthly period beginning with the 22nd day of each month. There is
a sharp increase (dec•ease) in the frequency of occurrence near the September (March) equinox with
a broad maximum (midimum) between equinoxes. There is a hint of solar cycle dependences in the
increased frequency of occurremce for the Septemer 1979 to March 1980 period. This behavior is
similar to that for scintillation activity discussed by Aarons et al (1980) for the 00 to 700

156

_ !;



o0 C 0 0 0

~ (0

00 i

re) z- co

0! 0
0 I / I 0

z 2 A
/

/ / 10

- zj

-- 0 0

J, Z .

~18 49

N

-13 o jQI 91d O SIINfl NOliViO8i AVGVUVdi

157



0 0 /0 0

00

z /c 0
L 4~~~0 0 /4'I

-0 000

40 I/ 00
-0

0

0

--
0 

4-.
-' -.

o

- - - - - - - - - - - - - - - - - - - - - - - - - - -

C-3 
>' ~

/l

0 '

/ ~ 4-:c

'----- 0 Q 4

-l 0 K D F w U l

y/ 1 9 0 ) C I ?AJ=) S l n O I I H A M .

c __58



4 4 *4*

Scale of Percent

:00

Sept 22

1979

-- ____--

1980

I __ __ __ _

I -4m

S~Dec 21

;Bo0 2100 2400 0300 0600 UT

Figure 4, Histograms of percentagje occurre•ne of structure in TC over the nighttirme for each of the
27 mcnths of data fran Septb•r 22, 1978 to Decere 21, 1980.

159



longitude sector.

These structures appear earliest 'in the September to December period and latest in J . The
earli4st st.-uctures are also those of shortest duration. Typically, they last one hour but vary
from less than one minute to several hours in duration.

IThe nocturnal behavior shows a distinct seasonal onetrol. A pronounced peaking in occurrec
during early evening hours occurs at the equiinms, but is obaearea at the solstices. This is
particularly obvious near the December solstice which has an occurence frequency cxmparable to that

near the equinoxes for the early evening hours. The early evening behavior tends to persist

thrzoughout the night, haever.

DISCUSSION4

There are basically two effects being consfdered" first, the large post-sunset enhammients;
second, the sharp structures, usually depletions, associated with them. The first has been observed
by Hunter(1969) and Koster(1972) and discussed by Koster and Beer(1972) and Koster(1972). They
conclude that the F-region dynamo thoery (ishbeth, 1971) offers the most plausible explanation for this
effect. Since then vertiral drift measurements at Jicamarca showing lUrge emhancaments in upward
drift near sunset(Fejer et al 1979) give dredence to Rishbeth's theory. The use of this theory by
Heelis et al(1974) in modelling these drifts produced the effect observed at Jicamarca.

Rishbeth(1971, 1977) suggests that the neutral winds in the F-region produce polarization fields
that short-circuit thr6ugh the E-region in daytime, but build up at sunset throxgi the- sudchM'drop
in E-region conductivity. This produces large upward drifts, resulting in a rapid lifting of the
F-layer and massive transport of plasma along-fikld lines. Near the magnetic equator this appears as a
rapid sunset de~line in TEC as noted by Koster(1972) with o6servations at dcp latitbd•'40. This
effect is less pronounced in Hunter's(1969) observations at 130 dip latitude, and even less in the
Ascension Island observations at 150 dip latitude. The subsequent enhancament, however, is More pro-
nounced in Hunter's observations. The plasma must be transported along the field lines correspcnding
to the height above the magnetic equator to which the F-layer is lifted, indicating the layer is
raised to altitudes :- 600 km. The topside density measurements reported- by Young et al (1981)
c mplefert fhe observations. DMSP measureents in the post-sunset(19.5 LT) sector at 840 )a.
sowed samoth density depletions in the i=mediate vicinity of the •-qnetic equator with enhaement
in the + 100 to 200 magnetic latitude range.

The second feature considered here is the sharp structure, often depletions,in TDC. Observational

studies of the equatorial F-region suggest that these structures are plasma bubbles along the ray
'path. These -ibbles, have been observed in the bottboside (Kelly et al, 1976), topsif-a (Burke et al,
1979) and near the peak (McClure et al 1977) of the F layer. Presently accepted theoxy suggests that
these begin as an E x B or collisional Rayleigh-Taylor instability in the bottcmside of the F layer.
The growth of the initially wmall perturbations depends on (1) the altibx~e of the initial
perturbations, (2) the strength of the bottcfnside density gradient, (3) the altitude of the F peak, and
(4) the strength of the post-sunset, eastward electric field (Ossakow et al, 1979 ; Anderson and
Haerendel, 1979). Thus, large plasna depletions at and abcve the peak of the F layer most likely
exist when the F layer is moving vertically upward.

It was noted above that most of the contri-outions to TEC at Ascension Island cones fron flux tubes
which cross the magnetic equator- at altitudes between 600 and 1000 kin. Young et al (1981) have found
that in the Atlantic-Aftican longitude sector, plasma bibbles appear near the magnetic equator at 840
km. on more than 80% of DMSP passes between 2000 and 2200 LT and never before 2000LT. This conicides
with the local time at which the first structure of the evening appears in TEC at Ascension Island
during the seaeons of highest occurrence frequency.

fhee first sructure of the evening is usually well defined, and as noted v lasts for about
one hour. This can ba viewed as a structure of finite longitudinal extent driftilg across the
Ascensioa Island ray path. It has been established (RishbcfZt, 1971) that -Da;t-sunset polarization
electric fields cause the ionosphere to drift eastwarr- t a faster speed than corotative. A typical
value for this drift is 100 m/sec. Thus the structure-sappear to have longitrdinal widths of about
300-400 km.

Structures that appear later in the evening usually have less well-defined boundaries. TWo possible
explanations are presented. First: Ccsta and Kallay 19781, suggest that plasma bubbles grow as
large amplitude Ra'leigh- Taylor waves. Sharp density cradients develop-at the boundaries of the

bubbles which give rise to small wavelength drift wave ihtabilities. The drift waves grow at the
expense of the density -radient causing cross-field line diffusior, leading to decaying boundaries.'
Second: the ray path passes through more than one structure. This occurs if the wind speed varies
with height.' This w-rila produce a s'.earing effect on the drifting structures, allowin~j portions of two
or more structures to cross the ray path sirrWItaneously.
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The seasonal variation in the occurrence of these structures h~ears a s~imilarity to the behavior ofthe vertical drift measurements of Fejer et al(1979). The most structure is observed in months for
which the pre-reversal ehhancement of vertical drift is greatest. This emphasizes the relationship
of these structures to the evening enhancement in TEC, i.e. the enhancement as a pre-condition for
the existence of structure. A clue to the difference in nocturnal behavior with season may be
provided by McClure ot al (1977). They observed that some "bubbles" drift more slowly than others,
and in some cases, they move with the velocity of the background plasma. If the faster noving ones
were to occur at the equinoxes, the slower, at the solstice, those occurring at the solstices would
be longer lived.

This work -as suppotted, in part, under the provisions of USAF contract # F",9628-SO-C-0016 with

Regis College.
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"SOME RESULTS OF IONOSPHERIC TOTAL ELECTRON CONTENT
AND SCINTILLATION OBSERVATIONS AT LUNPING

Yinn-Nien Huang
Telecommunication Laboratories, M.O.C.

Chung-Li P.O.Box 71, Taiwan, R.O.C.

I. INTRODUCTION

The subject of the present study is to analyze the characteristic variations
of the ionospheric total electron content, slab thickness and scintillation
activity obser-;ed at Lunping Observatory (geographic coordinate: 25.00°N; 121.17°E;
geomagnetic coordinate: 13.8°N, 189.5°E). The total electron content data were
reduced from the observed Faraday rotation angle of the VHF radio beacon signal
transmitted from a geostationary satellite by use of a formula proposed by
Titheridge (1972):

I IF = rl /k MF (1)

where k=2.36x104/f2 in mks unit; n'is the observed Faraday rotation angle; MF is
the Faraday factor determined at a fixed height of 420 km above the subionos-

4-m pheric point; and IF is the total electron content integrated up to the altitude
of 2000 km; f represents the frequency of the beacon signal in HZ. The total
elertron content (TEC) data observed at Lunping from March 4, 1977 to December
31, 1980 by measuring the Faraday rotation angle of the 136.1124 MHz beacon signal
transmitted from the Japanese ETS-II geostationary satellite were used for
analysis. The subionospheric point of ETS-II observed at Lunping is located at
23.0°N, 121.90E geographic coordinate, which is near to the crest zone of the so
called equatorial anomaly. The slab thickness of the ionosphere is defined by the
following formula:

S = IF / Nm (2)

where S is the slab thickness in km and Nm is the peak electron, densitv of the
* ionosphere in electron/m3 . Nm is related to the F2 layer critical frequency by
- the following formula:

Nm = (foF 2 ) 2 /80.6 (3'

A< where foF2 is the characteristic frequency of F2 layer in MHz. foF2 data observed
at Chungli Ionosphere station (geographic coordinate: 24.95°N; 121.23°E) were used
to caculate the slab thickness. The scintillation index, SI, defined by the
follo-iing equation as proposed by Whitney et al. (1969) was used to represent the
scintillation activity.

SI = Pmax - Pmin (4)

where Pmax is the power amplitude of the third peak down from the maximum excur-
sion and Pmin is the power amplitude of the third level up from the minimum
excursion.

II. DIURNAL, SEASONAL AND SOLAR CYCLE VARIATIONS OF
THE TOTAL ELECTRON CONTENT

Figure 1 shows the monthly mean diurnal curves of TEC obtained for each
month in 1978. The vertical bars show the standard deviations. The diurnal
range is smallest in summer and largest in equinoctial months. Day to day
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variability as indicated by vartical
[ Y J MAY bar is largest in after noon hours

especially in equinoctial months.
Although not show in the figure, it

80 !has been observed that the shape of
-0 •the diurnal curve varies greatly with

Nincreasing solar activity (as indicated
20D , ............. by sunspot number) in the months of

10 FEB JUN OC equinoxes and winter. In high solar7771 activity period, a subsidiary peak has
120-Ij- • fbeen found to appear in the eiening

Io hours of equinoctial and winter months.

the AThe full lines in Figure 2 showT l fL. the variation of the monthly mean total
o 200 ..........20..... ......... ......... electron content (denoted by I) at 00,
J- 160 K4R JL NOV 02, o4, 06, o8, 10, 12, 14, 16 and 20

10 II hours in 120 E local standard time
(LST=UT+8 hr). The apparent seasonal
variation of TEC at different hours can

40 be seen very clearly. The 12 month%0^... running average value of monthly mean

200 sun pot number$ R, denoted by W. is
1: AP AUGDECalso plot ed at the top of the figure

by a dashed line. The amplitude of the
120 h seasonal variation increases as the
so solar P,-tivity increases. The seasonal
40 variati t. pattern also changes as the

solar activity increases. Becauqe of
Si ... this solar activity dependence of theO 06• 12 18 00 00 06 12 6 00 00 06 12 to 00 e asonal variation , w e call it an

Lb S T apparent seasonal variation instead of
merely a seasonal variation. The real

=• sesonalvariations will be givenSFIGI Monthly mean diurnal curves of seonlvraiswllbgvn
monthly mean diurnal curvs o later. The following are the majorTEC for each month in 1978 findings about the apparent seasonal

variatiorc.

(i) The apparent seasonal variations are characterized by two maxima appearirg in
"March/April and October/November and two minima appearing in November/December and
June/July. However, there seems a clear tendency for the apparent seasonal varia-
tion to change from two-maxima and two-minima type to one-maximum and one-minimum
type in the pust-midn:ght hours of low solar activity period.

(ii) Winter anomaly, with electron content greater in winter than in summer at
daytime is well developed 1hrough the whole observation period. The anomaly has
been found even in evening hours (for example, 20 h).

To eliminate the seasonal variation, 12 month running average value of I,
denoted by T, were calculated and plotted as dotted curves in Figure 2. It is very
clear that T increases with increasing I, showing positive correlLtion between Y
and W. The dependence of Y onW can be seen more clearly in Figure 3. It is
interesting to note that the rate of increase of Ywith increasing . changes sudden-
ly at about 1 = 110. The larger the value of T, the larger is the change of rate
of increase.

& The regression analysis was made between I and T. The diurnal curves for the
correlation coefficients and the slopes of the regression lines are plotted as a
full line and dashed line, respectively in Figure 4. The correlation coefficients
are found to be larger than 0.9 with a sh&rp minimum appearing around 5 hour. The
di~urnal variation of the slope of the regression line is characterized by a sharp
maximum appearing around 21 hour, a subsidiary maximum appearing at around 17 hour

if and a minimum appearing around 5 hour. The appearance of maximum value at post-
sunset hours is quite different from that for Sagamore Hill (Huang, 1978) and
Hawaii(Huang, 1975) in which the maximum value appeared at around 13 hr. This
difference may be due to the fountain effect which plays an important role on the
variation of TEC at post-sunset hours (Huang, 1964) at the crest zone of the so
called equatorial anomaly where Lunping locates.
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FIG2 Month to month variations of I and Y at different
Shours as indicated. The smoothed sunspot number,
W, is shown at the top of the figure

The dotted line in Figure 4 shows the diurnal cirve of the correlation Foef-

ficient between monthly mean hourly valuc of TEC, derhoted by I, and monthly mean

sunspot number, denoted by R. The correlation coefficients are much smaller as

compared to these obtained between Y and R. This might be due to the fact that I

includes a seasonal component while the corresponding R does not; and both Y andR

do not include seasonal components. It is also interesting to remark that the

daytime correlation coefficients determined for Lunping are much smaller than

those determined for Sagamore Hill (Huang, 1978) and Hawaii (Huang, 1975).

REAL SEASONAL VARIATIONS OF THE TOTAL ELECTRON CONTENT

It should be remarked that the apparent seasonal variations of TEC described

above 4nclude the effect of the solar activity. This is the reason why we have

defined them as the apparent seasonal variations to distinguish them f-oom the real

seasonal variations described below. In order to obtain real seasonal variation,

we may first assume that the monthly mean hourly TEC value at n hour m month,

denoted by I(ntm), and the smoothed sunspot number at m month, denoted by R(m),

for erch year are linearly related by the following equation:

I(n,m) = A(n,m) + B(n,m)R(m) (5)

where A(n,m) and B(n,m) are constants to be determined by the standard method of

regression analysis. Usihg equation (5), we may determine I(n,m) at any given

value of R. Using these I(n,m)s, the contour chart can be constructed and from

which the real seasonal variation at any fixed solar activity of R can be

observed.
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In Figure 5 is given the contour
* chart of B(n,m) representing the rate

of increase of I(n,m) per unit increase
of E(m). The horizontal axis repre-

U h sents the 120 E local standard time;
100- and the dashed lines represent the

sunrise and sunset times at ground.
The chained line represents the diurnal

12h minimum. The contour lines become al-
most straight lines for the period from
00 to 11 hr. showing no remarkable

so seasonal variations. The seasonal
0 variation starts to appear at noon and

becomes very significant at post-sunset
hours, especially around 20 hr. During

10h 'these hours, the seasonal variation of
0h .B(n,m) is characterized by two maxima

in equinoctial months and two minima in
-- winter and summer with winter minimum
S/-- value much larger than summer one. This
. result shcws that B(n,m) also shows

0. 00h winter anomaly.

Figure 6 shows -he contrur chart
of I for the solar activity C! R 20

02hconstructed by use of equation (5•. It

00
O 0 60 80 ;00 120 140 160

SUNSPOT NUMBER. W•C-)

FIG3 Variation of I vith i at
different hours as indicated W 06

0

is very strange to say that negative "
S.alues appear in nighttime of October, 04.

November and December. The correlation OJ
Scoefficients for these hours are all Z

greater than 0.98 showing very close £
linear relationship between I and T. /
This result seems to infer that the I

linear relationship between I and T
may change when I decreases to a certain S
small value; and one cannot use equa- I %
tion (5) to predict I(nm) for I smaller
than this value. In fact, it has been 0
found that " should be greater than 43 "--
in order for all i!S to become positive. ,| , , . 0

00 0/ 08 12 16 20 00

Figure 7 shows the contour chart I
of I for ff=100. The following are th-. .20*E LST
major characteristics: (i) The diurnal FIG4 Diurnal variations of the
minimum line (chained lineý runs nearly
parallel with ground sunrise line correlation coefficients
(dashed line). (ii) The diurnal maxi- between T and W (full line);

mum line (double chained line), running the slope of the regressionparallel with ground sunset line(dashed line (dashed line); and the

line), locates at very different place correlation coefficients
as compared to that of diurnal maximum between I and R (dotted line)
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UI: /M2  line of B(n,m). For Sagamore Hill and
UNIT: 0 /RASSN Hawaii, these two lines locate closely

Sow (Huang, 1975; 1978). (iii) Seasonally
0 l there are two maxima appearing in March

N. /April and October and two minima

0 appearing in June/July and December!0 January. Winter anomaly is very signi-0 ficant in daytime. (iv) The October

maximum is slightly larger than vernalA I one.

X j' ' GEOMAGNETIC STORM EFFECTS

A variation of TEC were investigated by

2A 2 selecting 97 SC type geomagnetic storms

M - Iwhich occured during the perioa from

F 1 1 5Ii March 1977 to October 1980. As a
Fmeasure of the effects of geomagneticLL . •storm on the variat-ons of the electrono•" content at local time t. the quantity

00 04 0o 12 ,6 20 00

1200 E LSr
UNIT :1 O1/ M2  R,20

FIG5 Contour chart of the rate
of increase of I with respect D
to R. RASSN me•ns 12 month 0 /1Q
running average value of
monthly mean sunspot number 0 25

S'2

defined by: 75 25 2

S X 100 () (6) 0 1

wac used, where It is the hourly value 0
of electron content at local time t t0
and I the corresponding monthly mean A
hourly value, percentage deviations

UNIT", 101F/M2 F 25

Do 0 04 06 12 16 20 00

N 00 120 oE LST

iS FIG6 Contour chart for I at T=20

--C J 5 1from the monthly mean instead of the
z. 20152 3 5S simple deviations from the monthly mean

1 .3 were used to remove diurnal effects.

, 1.M The quantity D is called the disturb-
ance variation and is a function oflocal time t and storm time T. As i

M $0 H the analysis of geomagnetic storms, it
o "is assumed that D consists of -hree

"F 1 7. 1 parts as shown below:

u J D(T,t) = Dst(l)+DS(T,t)+ L (7)__ ___••00 0/. 08 12 16 20 00

where Dst is the storm time variation,
120o E which is a function of storm time T; DS

is the disturbance daily ineqtlality and
FIG7 Contour chaart for I at R=100 is a function of storm time T and local
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time t, and a is an irregular variation ' i- ""i r
which may be assumed to be small enough
to be neglected if a large number of
storms are used to obtain the mean vari-
ations. Since the DS variation is a 20
periodic function with a period of one
day or its submultiples &-nd SSC's are 10
distributed uniformly over the day, the
storm time variation, Dst(T),can be L A A-t
obtained by taking the mean of Di(T,t) 0 V
over storm number i for each storm time
T. W

~Z~i(Tt) ~1-~ -N;in

Dst(T) ' Di(T,t) (8) '0

where Di(T,t) denotes the disturbance
variation obtained at storm time T and
local time t for the storm with storm

number i by use of equation (6). . .. .....lor2

The storm time variation of TEC

was calculated for T=-12 hr up to
T=72 hr; and the result is shown in STORM TIME (hr)
Figure 8. The followings are the majcr
characteristics. (i) Sudden increase PIG8 Storm time variation of PEC
of TEC starts at T=4 hr and reaches
maximum value at T=8 br then starts to
decrease. (ii) Negative phase of Dst occurs on the second storm day and lasts

until the first half part of the third
storm day. (iii) Although the positive: JAN, 1670 MAY SEP and negative phase of Dst can be iden-tified as described above, there are

quite a large amounts of irregularI ' variations superposing on Dst variation
W0 and much more large number of storms

are required to el 4minate these irre-
...... " ............ gular variations. (iv) Unusual

..i.. . ........ negative phase is found in pre-storm"B JUN Otime and a further collection of data

a is required to veitfy this pre-storm
400 negative phase.

The DS varirtion can be obtained
0 .by subtracting Dst variation from D

• variation. However, duo to large ir-- MAR XNOVU regulsr variation, of Dst, meaningful
W DS variation as well as the seasonal

fol i variation of Dst cannot be obtained
W •before more SC magnetic storms become

200 available.

-jW ... . ......
rAfA O""""" III. DIURNAL, SEASONAL AND SOLAR

"0 R DEC CYCLE VARIATIONS OF THE
"60I [ SLAB THICKNESS
:i~ ' Figure 9 shows the monthly mean

diurnal curves of the slab thickness
A of the ionosphere obtained for each

12 IsIa 00 as 0s 1 1s 00 W as6 12 I s month in 1978. The vertical bars show
the standard deviations and are the

L S T measures for day to day variability.
FIG9 Monthly mean diurnal curves It is larger in nighttime as compared

of slb Mn th iness durnealcu s to the daytime. The shape of theof slab thickness for each diurnal -rariation shows a remarkable
month ir 1978 seasonal change. In summer, there are

one maximum appearirp ir pre-noon
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hours and a subsidiary maximum appearing in post-suneet hours. In winter and
equinoctial months, unusually larbe pcak appearing in pre-sunrise h~urs. tlthough
not shown in the figure, it has been observed that the occurrence of pre-sunrise
peak depends on solar activity. In low solar activity of 1977, the pre-sunrise
peak appears every month including summer months. However, in higb solar activity
of 1979 the pre-sunrise peak appears significantly only in March, February,
January and December. The amplitude of pre-sunrise peak elso depends on solar
activity. It is larger in minimum solar activity as compared to the high solar
activity.

The seasonal variations of slab thickness at given Pour can be seen more
clearly in Figure 10. The full lines show the month to month variations of the
monthly mean slab thickness at even hours. The followings are the major charac-
teristics: (i) In fore-noon hours, it is characterized by a maximum appearing
in summer and a minimum in winter. (ii) From 22 hr up to pre-sunrise, the situ-
ation is reversed to have an unusually large peak appearing in December/January
and a flat minimum in su~mmer. (iii) During 12 hr to 21 hr, it is characterized by
two maxima appearing in equinoxes and two minima appearing in summer and winter
in high solar activity year of 1979. However, for other year~s, the two maxima
and two minima shape is not well developed as compared to that in 1979. (iv)
The amplitude of pre-sunrise peak decreases with increasing solt.r activity.

The dotted lines in Figure 10 show
t,*-r- ,*~ '7i the 12 month running average value, S,

200- of monthly mean hourly slab thickness,

sm 100 - S. The smoothed sunspot number, R, is
also shown at the top of the figure.
The relationship between 9 and R is
found to bc dependent on local time.
Positive correlation between S§ and IT is
found in daytime. However, negative
correlation is found in nighttime,

100 02hespecially for the hours when presun-
0 rise peak appears.10 04h.ro

GEOMAGNETIC STORM EFFECT

Geomagnetic storm effects on the
0 . variation of slab thickness were in-

O~h vestigated by chosing 90 SC type geo-
magnetic storms which occured during

0 11the period from March 1977 to June
.980. As a measure of the effects of
geomagnetic storm on the variations of

04

0 __

0 NP 2020

100 .97 198. ..18

.STORM TIME (h)

SFIG 10 Month to month variations FIG 11 Storm time variation

_•of S and • at different hours of slab thickness
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the slAb thickness at local time t, the quantity defined by:

D =S-s (9)

was used, where S' is the hourly value of electron content at local time t and S
the corresponding monthly mean hourly value. The storm time variation of slab
thickness was calculated for T=-12 hr up to T=72 hr; and the result is shown in
Figure 11. T•he followi'igs are the major results: (i) Sudden increase of slab
thjickness starts at T=2 hr and reaches maximum value arcund T=5 hr, then starts to
decrease. (ii) The positive phase lasts until the first quarter of the third storm
day. (iii) Like Dst variation of TEC u.,usual negative phase is also found in pre-
storm time and further study is required. (iv) Even though 70 SC geomagnetic
storms have been used to obtain Dst variation of slab thickness, there are still
quite a large amounts of irregular variations superposing on the Dst variation. (v)
Due to large irregular variation in Dst, the DS variation of slab thickness has
not been analyzed.

*i• LLUNAR DAILY vARIATIONS OF SLAB THICKNESS

The lunar daily variation L of slab +hickness can be expresaed by
following formula (Chapman and Bartels, 1940)1

L = t In Sin [t(n - 2) + 2 ( + An] (10)
fli

where the subscript n representa the nth harmonic component; in and ?,n represent
the amplitude and pIase angle of the nth component of the lunar daily variation; t
represents the solai time in hour, increasing from 00 to 24 from one local mid-
night to next; and -( represents the lunar time in hour, Increasing from 00 to 24
from -nre local .ower transit of the moon to the next; t and - are related by

V = t - 7 (11)

where ) is the phase of the moon measured by hour angle between the sun and the
moon increasing from 00 at one rew moon to Z4 at the next. In terms of L/
equation (10) can be rewritten as

L 0T_ In Sin (nt - 2 1) + Xn) (12)
n1.

The most important component of the lunar daily variation has a period of half a
lunar day and is expressible as

L2 = 12 Sin (27 - X2) (13)

Besides L2, which is a purely lunar daily variation, L has a part (L-L2) which is
dependent on both lunar and solar time and is called lunisolar compenent.

In the present report, the Chapman and Miller method (Chapman and Miller,
1940; Malin and Chapman, 1970) was used to determine the harmonic components and
respective probable errors of the lunar daily variations up to n=4. Table 1

TABLE 1

of L, L2 L3 L4
Days 11 e1  A1  12 e2 A2  13 e3  X3  e4 X4

All Data 1217 3.24 1.11 19,3.20 0.98 174 0.79 1.07 252 2.08 0.59 233

Equinoxes 426(4.18) 2.78 53 3.77 1.79 147(2.31) 1.56 224 2.19 0.94 141

Summer 429 5.57 1.99 15 4.06 1.28 155(2.21) 1.61 69 3.45 1.07 282
Winter 360(3.23) 2.30 305 5.09 1.62 232(2.72) 1._2 26412.32) 1.38 214

summarizes the result. The letters In, en and kn represent the amplitude,
probable error and phase angle of the nth harmonic component of the lunar daily
variation of slab thickness. The amplitude can be considered to be statistically
significant at 5% level, if it is larger than 2.08 times the probable error
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(Leaton et e., 196.2). The statisti-
.cally insigni-icant values in Table 1
are in parenthesis. Unlike the lunar - (KM)
daily variations obtained for TEC at
-Lunping (Huang, 1979), only semi- 6
diurnal lunar component, L2, of the
lunar daily variations of slab thicknesi 10 S_\
at Lunping is statistically significant
for all data inclusive and for all
seajons separately. Th.) result is shown 2
by a harmonic dial in Figure 12. The
letter W, E, S and A represent the semi- 09 A' 0
diurnal lunar components determined for
winter, equinoxes, sumnmer months and the
complete year. The distance from the
dial point to the origin gives the
amplitude of the component. The posi-
tion of the dial point with respect to w
the hours on the dial face gives the
solar time at which the variation
attain its maximum value. 07

06
IV. DIURNAL, SEASONAL AND SOLAR

CYCLE VARIATIONS OF IONOSPHERIC FIG 12 Harmonic dial of the semi-
SCINTILLATIONS diurnal lunar component of slab

Figure 13 shows the diurnal vari- thickness

ations nf the monthly mean 9cintilla-
tion index for the month from March,
1977 to February 1978. The diurnal o-
variation is characterized by a large-
maximum appearing around midnight and •
a small subsidiary maximum appearing
around noon. The daytime subsidiary 1 o
maximum is most profound during the 2
summer months and almost disappears in
"winter months. The diurnal variation .. 0o

"snows a remarkable seasonal variation.
The nighttime maximum is largest in 2 -
summer month and smallest in winter 2

months. The pattern of seasonal vari- 5
"ation changes with increasing solar C
activity as will be sho below.
Figure 14 shows the month to month
variation of monthly mean scintillation 2

index obtained for the time int-rvels .1A
00-02; 12-14 and 20-22 hr, representing 3 ' .)
post-midnight; daytime and post-sunset
scintillation activity. The followings 1!

are the major cha'acteristics: (i) The I
seasonal variation of the post-midnight I
scintillation activity is chzracterized P 1.

-- by a maximum appearing in summer and a 0 91 62
minimum in winter for the lower solar IWE LST
activi.ty of 1977. However, as the
solar activity increases (for example v'IG 13 Diurnal variations of the
1978 onward), the seasonal variation monthly mean quarter-hourly
_changes to have two maxima appearing sontilation index-forea
in equinoctial months and two minima scintillation index for each
appearing in summer and winter. The month from March 1977 to February
summer minimum is slightly larger than 1978.
the winter minimum. (ii) The seasonal
variation of daytime scintillation
activity is characterized by a single maximum appearing in summer. A imall subsi-
diary maximum, though not very significant, is also found in winter. (iiil The
post-sunset scintillation activity is characterized by two maxima appearing in
equinoctial months and two minima appearing in winter 2nd summer for each year
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including 1977. The winter and summer minima have almost same values.

The dotted line in Figure 14 shows the 12 months running average value of the
mcnthly mean scintillation index. The correlation between the swoothed scintilla-
tion index and suaspot number is quite irregular except for daytime scintillation
in which a negative correlation between them can be seen.

Figure 15 sho,'s the diurnal variations of the percentage occurrence of the
scintillation with scintillation index 7reater or equal to certain limiting values
of 0.5 dB, 4 dB and 8 dB as indicated b7 full, dotted and dashed lines, respec-
tively. The diurnal and seasonal variations of the percentage occurrence of
scintillation are similar to thuose of scintillation index. The daytime occurrence
of scintillation is mainly due to the occurrence of intense Sporadic E; and th-
nighttime occurrence of scintillation is mainly due to irregularities in F region
(Huang, 1978'.

The storm effect on the scintilIltion activity was investigated by comparing
day to day variations oC magnetic aD index to those of scintillation index. No
definite relationship between geomagnetic activity and scintillation activity has

been found. Sometime, the scintilla-
......... . ..... tioe1 activity increases with increasing
.1977 1978 197e9 180 oomagnetic activity showing a positive

160 correlation between the two; however,
for another time, no scintillation
occur3 even for large increase of geo-

10magnetic activity showing almost no
effect of the geomagnetic activity on

Sso. .the scintillation activity. Sometime,
sever scintillation can occur even

40- | during geomagnetically quiet period.
The geomagnetic effect on the scintil-

0
3 S- 0 ---

00

.0'.

~ 120

CO-? 0 , 0

W 2-

FI 1,12- j 1•" '2 S T

FI •Month to month variations FIG 15 Diurnal variations of the
ofronthly nean scintillation percentage occurrence of scin-

index fcr the given time interval tillation index greater or
as indicated equal to certain limiting values
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latiov activity seems very random and irreguls
S~ACKNOWLEDGEMENT

The geostationary satollite ETS-II was launched and station kept by the
National Space Development Agency of Japan. The initial polarization angle of the
VHF beacon signal of ETS-II was provided "y Dr. Kenji Sirno of the Radio Research
Laboratories, Japar.. Without his assistance the albsoluti value of TFC could not
be obtained.

REFERENCES

Chapman, S., and J. Bartels, Geomagnetidm, Oxford at the Clarendon Press, London,
1940

Chapman, S., J. C. Gupta, and S. R. C. Malin, The sunspot cycle influence on the
solar and lunar daily geomagnetic variations, Prnc. Roy. Soc. London, A, 324, 1,
1971

Chapman, S., and J. C. P. Miller, The stacistical determination of lunar daily•i•' variations in geomagnetic and meteorological elements, Mon. Notin. Roy. Astronom.

Soc., Geophys. Suppl., 4, 649, 1940.
Huang, Y. N., Postsunset rive of foT2 and geomagnetic activity, J. Geophys. Res.,SVoi.69, 3633, 1964.
Huang, Y. N., Solar cycle variations of the total electron content at low latitude,

Effect of the Ionosphere on Spate Systems and Communications, 355, 1975.
1Huang, Y. N., Solar cycle variation in the total electron content at SagamoreHill,

Jour, of Atmospheric and Terrestrial Physics, Vol.40, 733, 1973.
Huang, Y. N., Ionospheric Scintillations at Lunping, Journal of the Chinese

Institute of Ingtneers, Vol.1, No.2, 81, 1978.
Huang, Y. N., Soler cycle and seasonal variations of the solar and lunar daily

variations of total electron content at Lunping, Jour. of Geophysical Research,
Vol. 84, 6595, 1979.

Leaton, B. R., S. R. Malin, and H. F. Finch, The solar and luni-solar daily
variation of tne guomaghietic field at Greenwich and Abinger, 1916-1957, Roy.
Observ. Bull. 63, D273, 1962.

Titheridge, J. E., Determination of ionospheric electron content from the Faraday
rotation of geostationary satellite signals, Planet. Space Sci., 20, 353, 1972.

Whitney, H. E., J. Aarons and C. Malik, A proposed index for measuring ionospheric
scintillation, Planet, Space Sci., Vol.17, 1069: 1969.

173

I



SCINTILLATION OF SATELLITE SIGNALS AT GUAM OFOR TWO ELEVATION ANGLES
AND TWO FREQUENCIES

M. R. Paulson
Naval Ocean Systems Cent3r

San Diego, CA 92152

ABSTRACT

Satellite signals at 257.55 and 1541.5 MHz were recorded at Guam from late
February through December 1979 for two satellites, one at an elevation angle of
about 10 degrees and the other at about 50 degrees. These records were used to
determine daily occurrence and seasonal variation of equatorial scintillation at
the two frequencies and the two elevation angles.

Seasonal variation in the occurrence of scintillation at 257.55 MHz showed a
broad maximum from lace February through Octouer, with a minimum occurring from
November through January. At 1541.5 MHz the occurrence showed two maxima, one in
April and the other in September.

A periodic variation was observed in the occurrence of scintillation for both
satellites, particularly during the first half of the year. It is proposed that
this periodicity may be caused by the moon's gravity modulating the zonal wincls,
either increasing them or decreasing them, depending on the location of tht moon
with respect to the sun. This could then increase or decrease the scintillation
occurrence and intensity by increasing or decreasing the turbulence at F-region
heights.

A periodic variation observed in the geomagnetic activity may also be contrib-
uting to the periodic variation in the scintillation.

INTRODUCTION

Satellite signals at 257.55 and 1541.5 MHz were recorded by personnel at the
NASA Satellite Tracking Station, Dandan, Guam from late February through December
1979. Signal amplitudes were recorded from two MariSat satellites, one at an
elevation angle of about 10 degrees and the otber at about 50 degrees. Addition-
ally, signals at the 257.55 MHz frequency were recorded by personnel at the Naval
Communications Area Master Station (NAVCAMS), Guam.

These data have been used to evaluate daily occurrence and seasonal variation
in the occurrence of equatorial scintillation at the two frequencies and the Lwoclevarion angles. The data have also been used to look for relationships between
scirLillation and other solar and geophysical phenomena.

MEASUREMENT TECHNIQUE

The data taken at the NASA Satellite Tracking Station were recorded on strip-
chart recorders 24 hours per day. These recorders were paralleled by analog mag-
n etic tape recorders which were started at 1900 hours local time each night and
allowed to rin for the duration of a reel of tape, which was about 8 hours. The
NAVCAMS data were recorded on strip-chart recordcrs 24 hours per day.

DATA ANALYSIS AND RESULTS

Daily Occurrence of Scintillation

The starting times and ending times for periods of uhf scintillation with
fades greater than 6 dB were read from the strip charts for each of the satel-
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lites. These times were summed on a daily basis to get the total i.umber of hours
each day that scintillation fading exceeded 6 dB. No attempt was made to distin-
guish between F-region and Sporadic-E scintillation for the low elevation angle
(Indian Ocean) satellite. The results are shown for the Indian Ocean satellite,
F2, in the top graph of figure 1 and for the Pacific Ocean satellite, F3, in the
middle graph. The bottom graph shows the measured daily 2800 MHz solar flux taken
from NOAA Solar Geophysical Data. Correlations between these solar flux measure-
ments and the daily occurrence of scintillation for the two satllites gave values
of about -0.1 to -0.2 when data for most of the year were used. These correlationsS~are shown in figure 2.

anSeasonal Variation of Scintillation

Sixty-one-day running averages of the data shown in figure 1 were calculated
and plotted in fiqure 3 to investigate the seasonal variation of equatorial scin-
tillation. These curves show a minimum of scintillation in December and January,
with the occurrence increasing rapidly in February and March to a broad maximum
through the local summer, and then decreasing again in October and November. This
can be compared to what has been found in some other equatorial regions as reported
by Aarons (1977) in a review of equatorial scintillation.

In Huancayo the occurrence showed a broad maximum from October through March
with a minimum in the June-July period and only a slight decrease in activity in
December (Mullen and Hawkins, 1975).

Livingston (1980) also found the occurrence to have a minimum in the June-July
period at Ancon, Peru while at Kwajalein the seasonal variation had a minimum in
the December-Ja uary period. The latter is similar to the observations at Guam. He
reports that the seasonal variation in scintillation at Ancon end Kwajalein were
quite similar, except that there was a 6 month shift between the two locations.

In Ghana, Koster (1972) found maxima around the equinoxes with minima during
the solstices. The rrinimum around the June solstice was greater than that around
the December solstice, however.

Basu et al (1976) have used in-situ measurements of ionospheric irragulrri-
ties, measured during Novembcr and December, 1969, to estimate -he occurrence of
eq'uatorial. scintillation >4.5 d1B as a functi~n of latitude and longitude. Their
results show extensive scintillation activity in the Huancayo area and somewhat
less activity in the Ghana area and at the same time show very low scintiLxation
activity in the Guam and Kwajalein areas. This is consistent with the occurrence-
of-scintillation curves shown in figure j.

Some asymmetry is evident in the scintillation curves shown in figure 3, with
a higher occurrence in September than in the March-April period. This is particu-
larly noticeable on the Indian Ocean satellite plot. This may be the result of
variation in solar activity. In t-he bottom graph, which is a sixty-one-day running
average of the 2800 MHz solar flux, the snoothed &)lar activity decreases from late
January through the middle of July and then increases rapidly through the miJdle of
October.

Another way of showing the seasonal variation of scintillation is plotted in
figure 4. There the hours of scintillation occurrence when fades exceeded 6 dB are
totaled for each month and shown as the percent of time that scintillati.on occurred
that month. The results are quite similar to those shown in figure 3 with the
occurrence being somawhat higher in September than in March or April. If the
occurrence of scintillation is compared for the month of Seotember for the two
plots, they show scintillation ocurring 22 percer.t of the time for the 10 dearee
elevation angle satellite compaced to 17 percent for the 5C degree 'elevation angle
satellite.

This same method of presentation was used for the L-.)and data to compare it to
that at 257.55 MHz. Figure 5 shows the monthly percent of ocqurr~nce of L-band
scintillation with fades greater than 6 dB for each of the sacellites. 'ihese plots
show maxima in April and September, with a minimum in the June-July oeriod for the
Indian Ocean satellite. The occurrence was so low for the Pacific Ocean satellite
that the differences between March, April and May are prcbably not significant.
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The occurrence during September was about 3 percent compared to more than 22
percent at the uhf on the 10 degree elevation angle satellite and less than 0.4
percent compared to 17 percent on the 50 degree elevation angle satellite. This
gives some indication of the improvement that can be expected at the higher
frequency.

Lunar Dependence of Scintillation

various running averages of fron 5 to 30 days were calculated for the scintil-
lation data in figure I to try to identify other possible phenopena affecting the
occurrence of scintillation. The top graph ir, figure 6 shows a plot f'r the Indi,.n
Ocean satellite where a running average of 11 days was used. A pronounced peri.od-

icity is seen in this curve, particularly for the first half of the year. A
spectrum analysis of the data showed a line with a period near 30 days, suggesting
that this periodicity might be connected with the phases of tne moon. To investi-
gate this, a sine wave plot is superimposed on the curve to show the pnases of -:he
moon, with the maximum corresponding to full moon and the minimum to new moon. The
Pacific Ocean satellite data wece treated in the same way, but since the results
were similar they are not shown.

Cross correlations were calculated between phases of the moon and the scintil-
lation curves for two different data segments. These are shown ir figure 7 for the
Indian Ocean satellite. For the data sample from Julian da7 30 to day 150 the
correlation for the Indian Ocean satellite was 0.75 occurring 3 days after full
moon and for the Pacific Ocean satellite it was 0.68 occurring 4 days after full
moon. For the data sample from Julian day 150 to day 300 these values were 0.34
and 8 days after full moon for the Indian Ocean satellite and 0.20 and 5 days a.:ter
full moon for the Pacific Ocean satellite.

From the preceeding discussion it appears that the moon may have :-ad an influ-
ence on the occurrence and intensity of the equatorial scintillation, particularly
during the first half of the year. From July through October some additional
factor may have become important, or the lunar influence may have become less. Onae
possibility can be seen in the bottom g.raph of figure 6. From June on, a notice-
able periodic variation in solar activity is present. This may have produced a
variation in scintillation which, when combined with any lunar variation, could
have confused the picture.

if the moon is causing variations in the occurrence of scintillation, the most
probable way that it could do this is for the moon's gravity to modulate the zonal
winds, either increasing them or decreasinq them, depending on the location of the
moon with respect to the sun. This could then increase or decrease the scintilla-
tion occurrence and intensity by increasing or decreasing the turbulence at F-
region heights.

Scintillation Versus Geomagnetic Activity

Another possible explanation for the periodic variation in the scintillation
can be Peen in the middle graph of figure 6, which is a running average of the
daily average of the 3-hour magnetic Kp indices obtained from NOAA Solar Geophysi-
cal Data. The January to June data show a periodic variation in activity which is•
very nearly out of phase with the variation in the scintillation activity. Cross
correlations were calculated between the unaveraged geomagnetic data and the
unaveraged scintillation data for the Indian Ocean satellite for two data segments.
For the data sample from Julian day 30 to day 180 the correlation was -0.42 and for
the data from day 180 to day 300 it was -0.18, both with zero time delay.

To further investigate the relationship between scintillation and geomagnetic
activity, daily tntal hours of occurrence of scintillation were correlated with the
daily sums of the 8 3-hour Kp indices. The data were taken in sample periods of 30
days at 5-day intervals and eact correlation value plotted for the center of the
sample period. The results are shown in figure 8.

These correlation curves start out near zero, or slightly positive, in January
and then go quickly negative in February with values as larse as -0.75 for the
Indian Ocean satellite, F2, and -0.6 for the Pacific Ocean satellite, F3. Values
for F3 remain quite negative through the middle of June, then go slightly positive
in July before going negative again in September with values as large as -0.6. In
November and December they become positive again with values up to 0.2 and 0.4.
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The curve for F2 is quite similar to that for F3, but there are some differ-
ences. These differences may result from the fact that the two satellites had
different look angles, the elevation angle to F2 being about 10 degrees and to F3
being about 50 degrees. Additionally, because of its low look angle, F2 was sus-
ceptible to the occurrence of sporadic-E scintillation.

It should be mentioned here that, with a data sample of 30, correlation values
of about 0.4 are significant at the 1 percent level and values of about 0.3 at the
5 percent level.

SUMMARY
tnSeveral factors appear to be affecting the occurrence of equatorial scintilla-
tion at the same time. Because of this it is diff.cult to separate and identify
the contribution of each.

The seasonal variation in uhf scintillation at Guam showed a minimum in
December and January, then a rapid increase in February and March with a broad
maximum through the local summer and a rapid decrease in late October and November.
This is in good agreement with the findings at Kwajalein, but about 6 months out of
phase with those in the American sector, where the minimum occurred in the June-
July period.

The seasonal variation in the occurren•ce of L-band scintillation at Guam
showed two maxima, one in April and one in September, with a decrease in occurrence
during the June-July period. No L-band data were available in the December-January

4 period.

A periodicity was evident in the occurrence of scintillation data, paruicu-
la. ly during the first half of the year. It is proposed here that this variation
may have been caused by the moon's gravity increasing or decreasing (depending on
the moon's location with repect to the sun) the zonal winds at F-region heights and
thus increasing or decreasing the scintillation by increasing or decreasing
turbulence.

A second possible cause for the periodic variation in the occurrence of scin-
ti±]atfon was a periodic variation in the geomagnetic activity occurring during the
first half of the year. This variation was very nearly out of phase with the vari-
ation in the occurrence of scintillation.

TI-e periodic va~riations in the scintillation may also result from the combined
e~fects of geomagnetic activity and the lunar gravity. Additional work needs to be
done to evaluate this. In particular, thermospheric winds need to be recorded
simultan-ously with equatorial scintillation measurements in the area where the
measurements are being made. Then bath scintillation intensity and thermospheric
winds should be compared with geomagnetic activity and phases of the moon, as well
as with each other.
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C-BAND IONOSPHERIC SCINTILLATION MEASUREMENTS AT HONG KONG EARTH STATION
DURING THE PEAK OF SOLAR ACTIVITIES IN SUNSPOT CYCLE 21*

D. J. Fang
COMSAT Laboratories

Clarksburg, Maryland 20734

ABSTRACT

For approximately 10 years, COMSAT Laboratories has employed INTELSAT
earth stations around the world to conduct C-band ionospheric scintillation measure-
ments. Early date established the existence of 4- and 6-GHz ionospheric scintilla-
tions and gross features such as dependence on local sunset conditions, divrnal and
seasonal occurrence patterns, geomagnetic boundaries, and the order of magnitude of
the frequency dependence of the scintillation phenomena. For weak scintillation
events, power spectrel density analyses confirmed an f- 3 dependence, indicating that
the conventional weak scattering theory for a thick screen with a power law electron
density fluctuation specrtrum of p = 4 would adequately explain the weak gigahertz
ionospheric scintillation. Data collected from 1979 to 1980 at the Hong Kong Earth
Station provide further insight into the nature of 4- and 6-GHz scintillations
during a year of maximum solar activity. Some characteristics such as occurrence
frequencies, durations, global scales, and spectral roll-off slopes are unique in
that they have not been observed in previous years.

INTRODUCTION

Ionospheric scintillations are microwave signal fluctuations due to the
existence of ionospheric irregularities of refractive indices (1-11]. When first
occurring, intense signal fluctuations often erupt suddenly without a noticeable
precursor. Once started, the scintillations can last for hours with intermittent
changes in the magnitude of peak-to-peak fluctuations as well as in the rate of
fluctuations.

COMSAT Laboratories has been using INTELSAT earth stations around the
world and INTELSAT satellites in three oceanic regions to measure 4/6-GHz iono-
spheric scintillations for the past 10 years [8-11]. Although the INTELSAT com-
mercial communications links are not designed for microwave research, the basic
advantage of using them for microwave propagation experiments is that results such
as cumulative statistics can be readily applied to estimate the performance of the
communications system, which is the main goal of the measurements.

The gross features of 4/6-GHz ionospheric sc~ntillations can be summarized
as follows:

a. Scintillations occur in the geomagnetic equatorial region. While there
are no clearly observable boundaries, it is assumed that boundaries are approxi-
mately .00 GMN and 300 GMS. They expand and contract as solar activities increase
and decrease, respectively.

b. The frequancy of occurrence of scintillation events has strong diurnal
peaks. The probability that events will occur is greatest about 1 hour after
local ionospheric sunset. Scintillations may last for hours, until midnight.

Sr*This paper is based upon work performed at COMSAT Laboratories under the sponsor-
ship oZ the International Telecommunications Satellite Organization (INTELSAT).
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c. The frequency of occurrence exhibits seasonal variations. The peak activ-
ity period is around vernal equinox, and high activity is observed at autumnal equi-
nox time.

d. An f-s relationship with s between 1.5 to 2.0 appears to exist between the
amplitude of scintillation events measured at 4 and 6 GHz.

e. The power spectral densities of the scintillaticn signals generally ex-
hibit a power law frequency dependence for spectral frequencies greater than the
Fresnel frequency. An f- 3 asymptotic frequency dependence can be considered as a
reasonable approximation for most weak scintillation events.

All of these features have annual variations, which are related to the 11-year sun-
spot cycles.

This paper presents the analysis results of the most recent ionospheric
scintillation data collected at the Hong Kong Earth Station. The measurement period
from March 1979 to March 1980 coincides with the solar maximum period of the current
sunspot cycle 21 as shown in Figure 1. As a result, enormous amounts of high-
quality scintillation data were collected. The data not only further substantiate
the gross features of ionospheric scintillations, but also provide physical insight
for refined characterizations of the phenomena.

EXPERIMENT CONFIGURATIONS

Two geostationary satellites, three earth stations, and six .up/down-link
signals are invol-ed in the experiment. The two satellites, INTELSAT IV F8 Pacific
Ocean Regional (POR) and INTELSAT IV-A F6 Indian Ocean Regional (IOR), are loceted
at 174 0 E and 63 0 E, respectively. The three earth stations are Stanley, Hong Kong;
Sentosa, Singapore; and Si Racha, Thailand. Detailed information is given in
Table 1. Only the Hong Kong Earth Station (HK) was used for data collection. The
separation between the IOR-HK and POR-HK links in the ionosphere at an altitude of
300 km is about 2,000 km, or about 1 hour geographical local time. The six sigials
consist of two beacons and four communications carriers, all being monitored at the
Hong Kong Earth Station, as illustrated in Table 2. The lowest transmission path,
from Si Racha to POR, has an elevation angle of approximately 80. All elevation
"angles for other paths are over 100, which is well above the angle (-5*) below
which tropospheric and multipath effects may significantly degrade microwave
signals (12-16].

Table 1. Earth Station Information

Earth Geographic Location Geomagnetic Antenna Elevation
Station Latitude (Satelli;e) Angle

longitude Latitude (deg)

Stanley, 1140 13' II"E 220 11' 57"N 10.52 0 N HK1 (POR) 19.59
Hong Kong HK2 (IOR) 27.76
Sentosa, 1030 50' 12"E 010 14' 50"N 10.360 S SNI (IOR) 42.78
Singapore SN2 (POR) 11.31

Si Racha, 1000 56' ll"E 130 06' 02"N i.570 N SRl (POR) 7.87
Thailand SR2 (IOR) 43.94

Reference 11 explains how to employ an INTELSAT earth station to collact
ionospheric scintillation data. After more than 10 years of continuous measurements
at selective INTELSAT earth stations, the method of monitoring carriers and data
analysis procedures for ionospheric scintillation studies has been standardized.
For each carrier or beacon, a buffered output proportional to the automatic gain
control (AGC) voltage is made available on the respective IF amplifier. This output
is fed into the recorder strip chart and FM magnetic tape recorder for data collec-
tion. The input to each IF amplifier has an attenuator inserted, which under normal
communications conditions, is set to 5 dB; the amplifier gain is then ad3usted to
accommodate the attenuation. The data can thus be calibrated by changing the at-
tenuation in l-dB steps to provide a +5 dB range for a scintillation experiment.
Accuracy of scintillation signal detection is within +0.5 dB. This range of accu-
racy is mainly due to the fact that even under clear 9ky conditions, the buffered IF
output has small variations caused by noise.
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Table 2. Six Signals Being Monitored at Hong Kong Earth
Station for Ionospheric Scintillation Studies

Frequency (MHz)Path Nature
P aR + HUp-Link Down-Link Nature

POR + HXI None 3950 + 2.5 POR Beacon

SN2 + POR + HKI 5977.5 3752.2 Communications Carrier

SRI + POR + HKL 6227.5 4002.5 Communications Carrier

IOR + HK2 None 3950 + 2.5 IOR Beacon

SNl + IOR + HK2 6190.0 3965.A Communications Carrier

SR2 + IOR + dKl 6103.75 3878.75 Communicationc Carrier

Data analyses for strip chart data follow the 15-minute Pmax and Pin
method devised by Whitney, Aarons, and Malik [17]. The results, such as cumulative
scintillation statistics for a year as well as for a worst month, are essential for
system applications. Magnetic tape data, however, are analyzed for detailed study
of severe scintillation events largely for research interest. This paper reports
mainly on magnetic tape data.

GENERAL PATTERNS OF SIGNAL FLUCTUATIONS OBSERVED FROM AN EARTH
STATION ANTENNA RECEIVE SYSTEM

To identify the signature of ionospheric scintiilation, first, it is
necessary to recognize the general patterns of signal fluctuations at 4 GHz as ob-
served from a standard INTELSAT 30-m antenna receive system. These patterns are
illustrated in Figure 2, which snows six channels of strip chart records, including
the following:

a. POR satellite beacon leirel, azimuthal tracking error voltage, and eleva-
tion tracking error voltage, all received at Taipei 1 Earth Station; and

b. IOR satellite beacon level, azimuthal tracking error voltage, and eleva-
tion tracking error voltage, all received at Taipei 2 Earth Station.

Figures 2a and 2b are typical patterns of ionospheric scintillations
observed at the Taipei Earth Station during 1977 [11]. Mild (less than 4 dB), but
clearly noticeable, scintillations occurred mostly along the IOR link. The events
started suddenly, and peak-to-peak signal fluctuation reached its maximum value in a
couple of minutes. The main scintillations lasted less than 2 hours, but mild
fluctuations did not taper off until past local midnight.

Figure 3 shows the spectra for the six 10-minute records given in Fig-
ure 2a. Spectra A and F (before and after the intense signal :luctuation period,
respectively) are typical of those produced by weak scintillat.ons. The mean square
fluctuations of amplitude increase with frequency at the low frequency end until
they reach the maximum near tne Fresnel frequency. Beyond this point, the spectra
appear to roll off with the characteristics of a Gaussian form. However, during
intense signal fluctuations (B, C, D, and E), the characteristics of roll-off change
from Gaussian to a power law form. For the four records (B, C, D, and E), the roll-
off slope remains approximately the same, yielding a frequency dependence of f-3 .
The power spectral density for the scintillation event shown in Figure 2b is similar
to the one presented in Figure 3; in particular, the same f- 3 frequency dependence
is noted.

Figure 2c is a pattern of signal fluctuations due to atmospheric turbu-
lence and local wind. Strong signal fluctuations were observable from beacon and
tracking channels at both IOR and POR antenna receive systems. The fluctuations are
caused not only by effects such as turbulent refraction, lower atmospheric gradient,
and local terrain multipath, but also by the angle-of-arrival change resulting from
the dynamic response of the earth station automatic tracking systems [12-15]. For
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many earth stations, such as Taipei and Hong Kong, those fluctuacions are predomi-
nantly early morning or early afternoon events.

Figure 2d is typical for earth stations under precipitations. Electro-
magnetic waves are attenuated by absorption of water vapor and raindrops. The at-
tenuation is not apparent in the figure because at 4 GHz the value of attenuation
coefficients is very small [18,19]. Signal fluctuation is evident in beacon chan-
nels but not in tracking channels because under absorption conditions, no signifi-
cant amount of phase or w,,ve-front distortion will occur. The beacon fluctuations
are attributed to the volatile nature of water vapors and raindrops in terms of
particle sizes, shapes, drop-size distributions, terminal velocities, etc. [19].

Fluctuetions of tropospheric origins shown in Figures 2c and 2d can be
further differentiated from the ionospheric scintillatiuns in Figures 2a and 2b by
studying the power spectral densities in terms of Ftesnel frequencies, roll-off
slopes, etc. The turbulence structures in the lower atmosphere have scale sizes,
elongations, and refractive index correlation spectra which are distinctively dif-
ferent from those in the ionosphere [5,7,11,14,16,20-24].

OUTSTANDINC FEATURES OF IONOSPHERIC SCINTILLATIONS IN THE
SOLAR MAXIMUM YEAR

During the 12-month measurement period, ionospheric scintillations of over
1.0-dB peak-to-peak fluctuations at either IOR or POR links were observed at the
Hong Kong Earth Station for about 100 evenings. In March 1979, scintillations oc-
curred almost every evening, as shown in the monthly glance picture in Figure 4.
The frequency of occurrence Leduced to about 20 evenings in April 1979 and to 10
evenings in September 1979. This generally confirms the theory that scintillations
have seasonal variations with activity peaks at vernal and autumnal equinoxes.

Except for the evening of March 21 when only the IOR link scintillated,
the monthly glance picture clearly suggests that for most cases, scintillations were
events on both links; at least in one link, scintillations lasted 3 to 5 hours.
This behavior was not observed in the measurements made a few years earlier when
sunspot numbers were much lower. For example, in Figures 2a and 2b, only the IOR
link indicated signal fluctuations for about 2 hours, although residual fluctuations
remained. Obviously, ionospheric distucbances that are responsible for gigahertz
"scintillations are more intense in strength, larger in spatial scale, faster in
motion, and longer lasting in time scale in the solar maximum years than those en-
countered during years of low to medium solar activities. A similar conclusion has
been reached by physicists studying various types of ionospheric disturbances, some
of which are related to giganertz scintillations, such as equatorial spread-F and
gravity waves (25-30].

Figures 5, 6, and 7 provide records of three ionospheric scintillation
events in March 1979. In all three figures, fluctuation patterns of the two signals
received from the IOR satellite are well correlated, irrespective of the up-link
paths (whether the signals are from Singapore or from Thailand). This is also true
for the fluctuation patterns of the two signals received from the POR satellite.
This correlation pattern has proved to be valid mainly for data collected over the
entire year, suggesting that ionospheric scintillations, as observed from an earth
station, are predominantly down-link phenomena.

Figure 5 shows that the IOR link has scintillated before th POR link,
which is a rare pattern for the year of maximum solar activities. Before 2200 local
time, significant scintillation occurred in the IOR link, while the POR link had
only low-level fluctuations. Furthermore, the IOR scintillation started suddenly
without any precursor. All of these features are rather typical for years of low
solar activities, as illustrated ir Figures 2a and 2b. The IOR scintillation event
lasted almost an hour and then faded quickly. A separate and obviously uncorrelated
scintillation event occurred along the POR link at about 2200. The signal fluctua-
tion enhanced itself gradually until it reached to a magnitude of about 8 dB peak-
to-peak. The event lasted slightly more than an hour, and was followed by another
minor event with peak-to-peak fluctuations of 3 dB.

Figures 6 and 7 are representatives of majority events with the following
typical characteristics:

184

s.



y 0"

a. Scintillations occurred on both link.s. Although the onset times on the
two links were not simultaneous, the scintillations overlapped for a significant
amount of time, from 20 minutes to 2 hours. The fact the two links are separated at
an F-max height (300 km) of about 2,000 km suggests that ionospheric disturbances
which created irregularities for causing ionospheric scintillations may have scales
of the order of at least 2,000 km.

b. Most scintillations did not erupt suddenly, but with a noticeable gradual
increment of fluctuatons as precursors. Frequently, the scintillations were inter-
mittent fluctuation events for an entire evening; they were not confined to 2 to 3
hours as those observed in previous years. Individual fluctuation events lasting
more than 2 hours along at least one link were common.

c. Due to the presence of a precursor, it is difficult to identify exactly
the onset time of a scintillation event. However, the figures clearly show that
the POR link scintillated much earlier than the IOR link and that the time delays of
scintillations between the two links were on the order of 30 minutes to 2 hours.
This is an indication that gigahertz scintillation is an ionospheric sunset phenom-
enon, and the time delays are associated with the ionospheric sunset times at alti-
tudes of 200 to 400 km where F-region irregularities were known to be preset under
disturbed ionospheric conditions.

d. A rather extensive effort was made tc correlate the scintillation paeterns
between the two links with a proper shift of time scale to accommodate the time
delays. In addition, the scintillation index, SI, given by the equation (17]

Pmax - Pnin
SI x 100 (percent)

Pmax + Pmin

was also plotted for the two links for comparison. Results indicated that detailed
correlations between the links did not exist. Obviously, the scintillations along
the two links were independent events. Recent observations [31,32] have suggested
that while the disturbances may have a spatial scale as large as 2,000 km, a time
scale of several hours, and travel with the ionosphere from east to west in line
with local sunset, the specific irregularities responsible for gigahertz ionospheric
scintillations created by the disturbances nevertheless exhibit much smaller spatial
scales and are relatively short-lived.

Further details on ionospheric scintillations can be obtained by examining
the signal fluctuation patterns in frequency domain. Since data collected at Hong
Kong were ACC voltages corresponding to the intensities of the electromagnetic 'aves
incident on the antenna, only power spectral density of the wave intensiti.es call be
analyzed.

Power spectral density curves for the event which occurred in the evening
of March 18-19, 1979, are plotted in Figure 8 for three separate 10-minute segments
of data starting at 2100, 2300, and OOCO local time. As expected, the mean square
fluctuation first increases with frequency until it reaches maximum at the Fresnel
frequency. Afterwards, it starts to roll off with a power law slope. Al. important
feature to be noted is that the roll-off z!npe, which always follow a power law, is
no longer f-n with n approximately equal to 3 as tozcuded in scintillation studies
for previous years [3-5,9,11,331. That is, the slope and tn, Frpsnel frequency
change significantly es a function of time, just as the peak-to-peak ri..t.1Ation
does. To illustrate this point, the Fresnel frequencies and roll-off slopes for
three representative events given earlier are tabulated in Table 3.

The difference in characteristics between the scintillations on the POR
link and those on the IOR link can be clearly seen from Table 3. The IOR link,
which is the westward link that ir the evening penetrates the ionosphere in the
direction of sun, has Fresnel frequencies generally less than 0.100 Hz and an f-n
roll-off with n < 3.0. On the other hand, along the eastward POR link that pene-
trates the dark ionosphere in the evebalSq, a spectral broadening effect becomes
evident with t'resnel frequencies coPsiztnntly greater than 0.10 Hz. Furthermore,
the roll-off slopes are signficantly st-gper when the value n exceeds 3.0 all of the
time. Ionospheric irregularities along the IOR and POR links are obviously not
identical. They differ at least in physical parameters such as height, size,
moving velocities, and random refractive index spectra which dictate the Fresnel
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Table 3. Fresnel Frequency and Roll--Off Slope of Scintillation
Events Given in Figures 5, 6, and 7

[ POR - HK j IOR - HK

Date and Up-link P-p , evnel I -n •P Freanel f-n
Time Carrier Scintillation , Scintillation Frequency Roll-OffFluctuation Index (t) Fr qency Roll-OfC Fluctuatior Index (t)(dB) (Hz) n (dd) (ez) n

2105 SN 1.5 18 0.200 3.2 4.0 43 0.100 2.8

SR 0.6 - - - 2.2 25 C.120 2.9

2245 SN 6.0 60 0.150 3.8 0.3 - -

SR 6.5 63 0.180 3.9 0.3

March 18-19,
1979

20t5 SN 7.0 66 0.160 3.5 0.3 -

SR 7.0 66 0.180 3.7 0.3 - -

2100 SH 8.0 72 0.190 3.7 3.0 33 0.090 2.3

R I 9.0 77 0.180 3.7 3.0 33 0.15 2.9

2200 SN 1.8 20 0.160 3.7 3.0 33 0.065 2.5

SR 2.0 22 0.155 3.7 1.8 20 0.074 3.3

2300 SN 5.2 14 0.115 4.0 1.2 14 0.032 2.0

SR 5.0 52 0.115 3.7 1.2 14 0.230 3.0

0000 SN 4.0 42 0.070 3.2 4.0 43 0.052 2.6

SR 1.5 18 0.072 3.4 2.5 28 0.058 1.0

0100 S4 li6 20 0.105 4.5 3.0 33 0.058 3.t

S11 1.5 18 0.120 3.7 2.5 28 0.060 3.0

0200 SN 1.0 11 0.115 4.5 0.3 - - -

Mr 2, 9 SR 1.5 18 0.100 3.7 0.3 - - -

3March 20, 1979

2020 SN 6.5 63 0.160 3.5 0.3 -

SR 5.5 63 0.175 3.5 0.3 - - -

2300 I 1.5 18 0.118 4.6 6.0 60 0.084 3.4

SR 1.8 21 0.128 3.8 4.5 48 0.088 3.6
L........__ _ _ I _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _..._

frequencies and roll-off slopes. These parameters will be analyzed in detail in a
subsequent paper.

CONCLUSIONS

The ionospheric scintillation measurement at Hong Kong from 1978 to 1979
coincided with the solar maximum period of the current solar cycle 21. During the
1-year measurement period, scintillations were observed for approximately 100 even-
ings, which is a much longer time than that recorded in previous years. The amount
of meaningful data has provided a new view of the phenomena. Preliminary analyses
of data, as reported here, revealed that many characteristics of gigahertz iono-
qpheric scintillations are rather unique when compared with the results derived from
similar measurements made in previous years when solar activities were relatively
low. Furthermore, since measurement was made by observing signals from the POR and
IOR satellite simultaneously, a rare opportunity is provided to examine ionospheric
scintillation from a global point of view. Power spectral studies reveal that
scintillations in evening hours as observed from the eastward link pointing to the
dark differ in detail from those observed from the westward link pointing to the
sun.
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ABSTRACT

"A comparison of scintillation levels at 1.5 GHz made from the Appleton anomaly region of the
magnetic equator and from the region close to the magnetic equator (termed the electrojet latitudes)
showed inc-eased F region irregularity intensity over the anomaly region during years of high sunspot
number. Peak to peak fading greater than 27 dB was noted from Ascension Island (through a dip lati-
tude of 17°) in the anomaly region while only 7-9 dB from Natal, Brazil and Huancayo, Peru were
noted, the last two paths close to the magnetic equator.

The hypothesis advanced is that the dominant factor responsible for the intense gigahertz scin-
tillation is the traversal of the propagation path through the anomaly region. During years of high
sunspot numbers, the hig) levels of AN constituting the F region irregularity structure are due to
(1) very high electron density in the anomaly regic (compared to the electrojet region) and •2) the
late appearance of these high electron densities (to 2200 Local Time) in the anomaly region., The
patches or plumes of irregularities seen in the post sunset time period then produce high AN; scin-
tillation excursions are proportional to this parameter.

The postulation of vertical irregularity sheets in the patches was examined to determine the
possibility of this being an important factor in the difference between electrojet and anomaly scin-
tillation levels. Olde" gigahertz data from the sunspot maximum years of 1969-1970 were reanalyzed
and more recent observations from other studies were also reviewed. !t was found that through the
anomaly region, high scintillation indices were noted at a variety of azimuths of the propagation
path rather than just along a path closely aligned with the magnetic meridian. A more complete eval-
uation of the geometrical factor, which must be of considerable importance in determining the ab-
solute value of the scintillation intensity, awaits further observations.

INTRODUCTION

In recent years a variety of methods has been used to probe and measure F layer Irregularities
in the equatorial region (Aarons, 1977; Basu and Kelley, 1979). One method is to record trans-
ionospheric scintillation of satellite signals in the VHF to microwave frequency ranqe.

This paper will contrast levels of scintillation activity at 1541 MHz which were relatively low
when a satellite beacon was observed through latitudes close to the magnetic equator (Natal, Brazil
and Huancayo, Peru) and very high when the sdme satellite beacon was observed nearly overhead at
Ascension Island thiough a region near the peak of the Appleton equatorial anomaly during the peak of
solar activity in 1979 and 1980. The equatorial or Appleton anomaly shows during noontime a distinct
trough of electron density in the bottomside and topside ionosphere at the magnetic dip equator with
crests of ionization at M15*-20* north and south dip latitudes. We shall discuss later that the F
region ionization near Ascension Island exhibits a latitudinal variation in the post-sunset hours
during the solar maximum period similar to the daytime Appleton anomaly.
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MEASUREMENTS

AFGL, in cooperation with various groups, records scintillation activity of the MARISAT beacon,

transmitting at UHF (257 MHz) and at L band (1541 MHz) at three sites near the magnetic equator. The

sites ee listed in Table 1 with the coordinates of the 400 km sub-ionospheric intersection points,

the dip latitude of this point and the propagation angle (i.e., the angle between the path to the

satellite and the lines of force of the earth's magnetic fieldl and the ground elevation and azimuth

angles of the path to tie satellite. Figure I is a map with geographic latitudes and dip latitudes
plotted.

MAGNETIC EQUATOR OBSERVATIONS

In a recent paper, Basu et al. (1980) have analyzed the L band observations made from Huancayo,

Peru over a period of 3 years. During that time no fluctuation greater than 8 dB peak-to-peak was

recorded. In the month of December 1979, a period of intensive and common measureminnts at the three

sites, scintillation activity maximum was 6.8 dB at Hudncayo. Viewing of MARISAT from this site was

done almost •erpendicular to the field lines, i.e., at an azimuth of 830 thru a dip latitude of 2.5*N

as shown in "able 1.

"In cooperation with the Federal University of the Northern Rio Grande similar observations have

been made recently at Natal, Brazil at 650 ele-ation angle across the field lines, i.e., at an azi-

muth ot 75', Scintillations greater than 8 dB were not detected during the December period.

In December 1979, a 10 foot antenna was put into operation at Ascension Island for both L band
and UHF. Over several hours on many nights some scirstillations exceeded 27 dB peak to peak (Figure

2) at 1541 MHz. These fades reached the noise level of the equipment. Calibrated and consistent
measurements have been made since that time whish show hours of such intense activity during the

Decenber to March period. Figure 3 gives the percentage of occurrence of scintillation activity at

1541 MHz greater than 20 dB for Kp = 0-3 and Kp = 3+-9 during January-February 1980. The highest

percentage occurrence >20 dB for Kp = 0-3 was 1j42% wit;, I23% for Kp = 3+-9. It might be noted that

during these months, in accord with Aaarons et a]. (1980b), increased magnetic activity inhibits

scintillation. Ascension Island was viewing Marisat close to the magnetic meridian plane at an ele-

vation of 80' during these observations.

Statistics of the L-band scintillations observed at Huancayo, during February-March 1980, show a

16% occurrence of scintillation >3 dB in the time period 00-04 UT (,U19-23 LT) with no scintillation

>6.8 dB even during those times. The data is clear, i.e., the scintillation activity Is consider-

ably higher for Ascension than for the two sites near the magnetic equator during the same periods
of time. While the intersection longitudes of Ascension and Natal are somewhat separated, they be-
have similarly (Aarons et al., 1980b).

Although the data contrasts are clear, a problem exists in interpreting the observations; the
Ascension Island observations were taken with the propagatioi path near the magnetic meridian while
those at Natal and Huancayo were not. However, the Ascension Island 400 km intersection is in the

anomaly region (a dip latitude of 170) while the Netal and Huancayo intersections are close to the

"magnetic equator. We shall attempt to weigh the relative important of these two factors.

THE IRREGULARITY STRUCTURE AND ITS GEOMETRY

The configuration of the patch containing the small scale irregularities which has emerged from

op,.ical and radio measurements and from in-situ probing is that of an elongated structure extending

several thousand kilometers north and south of the magnetic equator (Weber et al., 1980; Aarons et

al., 1980a; Basu et al., 1980b).

Within the highly elongated patch, it is possible to contemplate various models for the irregu-

larities producing the scintillations. If a 10:10:1 irregularity model of vertical sheets is assumed

(10 magnetic N-S, 10 vertical in the magnetic meridian plane, and I unit magnetic E-W), then a pro-

nounced maxima will result from geometrical considerations along the magnetic meridian (Sunanda Basu,

private communication, 1980). This effect will enhance or minimize the amplitude scintillation value

depending on the magnetic azimuth of the ray path.

Using a program developed by Mikkelsen et al. (1978), the rcintillation intensity (S4) for the

propagation path from Ascension for a vertical sheet (10:10:1) is a factor of .98 relative to obser-

vations made overhead. The factor for the same postulated configurztion using the geometr/ appro-

priate to Natal is .14 (an increase of S4 ASC/S4 NATAL of 7). Therefore the 10:lt:1 sheets might

account for a large portion of the ratio of Ascension to Natal levels. The geometrical situ?tion
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for Huancayo is very similar to that for Natal.

HIGH SUNSPOT NUMBER AND SCINTILLATION INTENSITY

Measurements at 137 MHz and 250 MHz have shown that the occurrence of scintillation is greater
in the same season for years of high versus years of low sunspot activity (Aarons et al., 1978).
However, accurate levt:ls of strong scintillation cannot be measured at these two frequencies
since both strong scattering and saturation of the signal-to-noise levels of the equipment took
place frequently. Therefore, we shall confine our remarks to frequencies above 1 GHz including data
at 2.2-4 GHz where signals are not saturated i.e. did not show fading down to noise. Peak to peak
fadini of 3 JB at 4 GHz is equivalent to fading of 18 dB at 1.5 GHz if a frequency dependence of
f- 1 . 5 

holds (Whitney, 1974).

Fang et al. (1978) states that "Gigahertz ionospheric scintillations follow the sunspot cycle.
For years with sunspot number less than 30, scintillations at 4 GHz with magnitudes over 2 dB were
never observed at !NTELSAC earth stations." For the purposes of relating various measurements, we
have plotted sunspot number in Figure 4 for recent years.

For the sake of outliring our hypothesis we have divided the equatorial region into "electrojet"
latitudes and "anomaly" latitudes. Electrojet latitudes are taken to be in the range of 5

0
N - 5*S

magnetic dip latitude, while anomaly latitudes are on either side of the elactrojet latitudes,
failing off beyond 150-20 dip latitude. Anomaly peaks may be relatively narrow in latitude. We
postulate that the d~fferences in scintillation intensity are related to the following:

1. The equatorial anomaly has higher electron density values in high sunspot number
years than in years of low solar activity,

2. The occurrence of maximum electron density for anomaly latitudes is near sunset
in the years of high sunspot number, and in the afternoon in years of low solar
activity.

To illustrate the~e two points we have reproduced diagrams fror, Rawer (1963) for 'UF (3000) F2
in the Europe-African zone for the month of December for years of low sunspot number (Figure 5) and
for years of high sunspot number (Figure 6). Thes,. contor maps are derived from observations
rather than a model. The/ indicate that during year: of high sunspot number the peak of the MUF
(3000) F2 in the southern hemisphere is 36 MHz; ir low sunspot years the peak is 2& MHz The time
of peak MUF is 18-22 LT during high sunspot number years, 13-17 LT during low soikr activity years.
MUF 3000 (F 2 ) is related to foF2 . Ascension Island belongs between the American sector and the
Euope-Africa sector but the ionospheric path to the satellite is through the Appleton anomaly.

Observations of total electron conten' at Ascension Island (J.A. Klobuchar, private communica-
tion), December 1979 - February 1980, with the propagation path corresponding to that to MARISAT
showed maxima at 1830 LT and at 2100-2200 LT corresponding well with the zimes of maxima in Figure 6.

During tne December period, observations were made with AE-E using the retarding potential
analyzer (W.B. Hanson, priate communication, 1980). The value of N was greater by an order of mag-
nitude in the anomaly region than near the magnetic equator. The ratio, (AN/N), was the same order
of magnitude in both regions. Scintillation intensitý which is proportional to AN would then be
expected to be greater in the anomaly region

EARLIER OBSERVATIONS

Since the Ascension Island data could not resolve the question of the importance of the geo-
metrical versus the latitudinal variables it was thought worthwhile to reexamine older data to try

co resolve the question..

Between November 1969 and Jurre 1970, whan a high sunspot number of M120 was reported, observa-
tions were made of do S band (2.2 GHz) transponder on the moon (Christiansen, 1971) from Ascension
Island with both Earth and moon based signals in this frequency range. Scintillations as large as
20 and 25 dB on the two-way path,, grourd to transponder and return, were noted. In addition,
Canary Island observations from high dip latitudes on the other side of the magnetic eaqja'or were
also disturbed. Guam observations (at a different longitude) showed shorter periods of I(mer inten-
sity scintillations during tnis time. No other stations on the magnetic equator made observations.

The Christiansen data were reanalyzed to determine if high s.in:illatlon levels were predomi-

nantly a function of azimuth (the vertical sheet model p-edicts maximum index at an azimuth of
\,340*) or if high levels were noted at all azimuths of the moon's path as observed from Ascension
Island. Figure 7 is a plot of azimuths when scintillation was greater than 10 dB for the 2200 MHz
two-way path. Approximately 45 days of data were available.

The results are fairly conclusive. High intensity scintillation occurs at all azimuths. The
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4 levels of scintillation were high at many azimuths (elevation angles were greater than 250 in all of
the data illustrated). Similar results were noted for thc Canary Island observations of 2.2 GHz
signals.

More recently, similar results of high scintillation activity were noted by Fang (1980) at HongKong. He recorded 9 dB fluctuations on the 4 GHz COMSAT downlink to Hong Kong at azimuths 11105" (thePacific Ocean satellite) and 2520 (the Indian Ocean satellite) for periods of time up to an hotr.Thus, high values were noted almost perpendicular to the magnetic meridian.

DISCUSSION AND CONCLUSIONS

From theoretical studies, (Basu and Kelley, 1979 and references therein) it seems most likelythat the generation of the irrtgularity bubbles commences at or near the magnetic equator. Once
formed, tine irregularities in the patch below 600 km would not be observed at Ascension. The fieldlines of the irregularities below 600 km terminate at the 200 km level at latitudes lower than thoseof the Ascension propagation path. One effect of Increased solar sunspot number is to raise theheight of the more intense irregularities (Aarons et al., 198 0a) as seen on the Jicamarca back-
scatter.

Increased solar activity does produce higher electron densities in the F region as shown by thelong-term sounder observations, the TEC and the in-situ data. If the effect of irregularity forma-
tion acts on a percentage basis, then the high sunspot years should show increased scintillation
levels at gigahertz frequencies at electrojet and anomaly latitudes. This has been seen at electro-
jet latitudes (Huancayo) where a comparison of Sept.-Oct. 1977 L-band data with Sept.-Oct. 1979 datashowed higher intensities in 1979, the higher solar activity year. In addition, Fang's statement
indicates that the increase is a general increase.

While the scintillation intensities during years of high sunspot number are higher in theanomaly regions than those in the electrojet sector, the contribution of geometry of the Irregularity
model to intensity levels has not been established.
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Table I

Geometry of Primary Observations

Elevotion Azimuth Prop. 400 kIn Sub-Ion. Approx.
SainAngle Angle Angle Lat. Long. Oip Latitude

Huancayo, Peru 20' 830 850 iiS 68.50W 2.5*N

Natal, Brazil 65- 750 840 5.6
0

S 33.7
0W 5.50S

Ascension Island 800 3560 520 7.4'S 14.4-0W 170S
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ABSTRACT

This report stresses ionospheric scintillation results obtained at the Ionospheric ladio Obser-,
vatory, which is staffed by the Department of Theoretical and Experinental Physics, Center of Exact
and Natural Sciences, Federal University of the Northern Rio Grande. The results are presented
within the overall framework of 21 years' observations of scintillation at Natal, an equatorial
station (32.23*W, 5.850

S).

The Observdtory recorded signals of MARISAT I (1976-17A) and LES-9 (1967-23B). the former at
257.55 MHz (65 0

ei) and the lattar at 249.6 MHz (
4

8.5°-5 4
*e1). Durirg the nighttime hours scintil-

lation on both signals commonly exceeded 29 decibels peak-to-peak. Scintillation measurements which
were performed with spaced receivers on a 278 meter E-W baseline indicated eastward irregularity
velocities of approximately 30 - 150 meters per second during the nighttime hours. The fading rates
observed ranged from 1 per second to 6 per minute. For weak scintillation the rotio of fading rate
and drift speed remained constant for a range of about 0.1 sec" to 0.4 sec-

1
., For stronger scintil-

lation the ratio increased markedl' due to increased fading rates caused by multiple scatter effects.

I. INTRODUCTION

In July 1974 experimental observations and measurements of ionospheric scintillations near the
magnetic equator were initiated on the campus of the Federal University of the Northern Rio Grande,
Natal, Brazil (geogrphic coordinates 35.23°W, 5.850

S, dip -9.60). In the beginning observations
were made on the 254 MHz signals transmitted by the LES-6 (0968-81D) satellite which, since January
1977, has been switched to the 257.55 MHz signals transiritted by the FARISAT-1 (1976-17A) satellite.

The -eceiving system consists of a 30-foot parabolic reflector, a standard receiver anJ recording
device. The overall system response time is 0.1 second.

During the period 27 February to 13 March 1978 an intensive equatorial ionospheric scintillation
program was performed. The program Included participation of personnel associated with the Federai
University of the Northern Rio Grande (UFRN), the Geophysical Institute of Peru (IGP), the University
of Texas at Dallas (UTD), the University of !lllnois at Urbana-Champaign (UI), Emmanuel College (EC),
the Air Force Geophysics Laboratory (AFGL), and the Space and Missiles Test Center (SAMTEC). The
purpose of the experiment was to study the generation, persistence and decay of the large scale
irregularity structures which were reý,ponsibie for diffraction of radio waves transmitted through the
ionosphere. The observational sites operated included one in Brazil (Natal), three in Peru (Ancon,
Jicamarca and I•uancayo) and one in Ascension Island. In addition, the AFGL Airborr Ionospheric
Observatory flew selected flight patterns over Peru and Ascension Island. A wealth of data has been
obtained 4uring this two-week period anC some of these data has already been reported (Aarons et al.,
1980) and more -ill be forthcoming. In this report we will concentrate on observations and prelim-
inary results gleaned from the UFRN station at iatal only.
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In presenting our results, we will first discuss the !ong term behavior and properties asso-
ciated with large geophysical scales. The3e results are followed by discussions of those with ever
increasingly smaller scales both in time and space. The paper is then concluded with a discussion
and comparison with other scintillation results and with implications of these results on generating
mechanisms.

2. EXPERIMENTAL RESULTS

The equatorial scintillation activities are known to have a strong diurnal and seasonal depend-
ence. Such activities at Natal are depicted ir Fig. 1. Because of the proximity of subionospheric
intersections (5.350S, 35.4

0
W for LES-6 and 5.3oS, 33.7°W for MARISAT-1) and closeness of transmis-

sion frequencies (254 MHz for LES-6 and 257.55 MHz for MARISAT-1), scintillation data from both
satellites are combined to generate the occurrence contours. For purpose of plotting Fig. 1, the
scintillation index is defined by the formula:

SI(%) - (P -P )/(P +P m ) x 100 (I)
Smax min max min

where Pma is the maximum power observed on the chart record and Pmin is the minimum power. A dis-
cussion of the scintillation index SI as defined by (I) and its relation to other definitions of
scintilllation index such as peak-to-peak fluctuation in dB and S4 index has been made by Whitney
(1974), The contours of Fig. I show a high probability of occurrence of scintillation greater than
60% or equivalently a peak-to-peak fluctuation of more than 6 dB at approximately 250 MH2 near the
Nov.-Dec. months and a minimum probability at tne June-July months. No appreciable scintillation at
this frequency was found during the daylight hours., The diurnal maximum was found at 2100-2300 LMT,
which is not very different from that found at Huancayo and reviewed by Aarons (1977).

In addition to observing radio transmissions from MARISAT-1, transmissions from LES-9 (1976-23B)
were al]-. eceived. Of the 14 nights, scintillation occurred on ten of them. We have chosen one of
these ftr detailed examination. Fig. 2 compares the scintillation for the nights of 9-10 March 1978
observed on the signals of MARISAT-I and LES-9 (1976-23B). The o' iervational angles for MARISAT-l
were constant, being 65° io elevation and 760 in azimuth. The observational angles for LES-9 were
changing, varying between 48.5*-54* in elevation and 310 -299° in azimuth on the night of 1-2 March
and being 41-44° *n elevation and 3180 in.azfhmuth on the night of 2-3 March. The scintillation
show- in Fig. 2 was qdite intense, exceeding 30 dP on MARISAT-l and 16 dB on LES-9. The difference
in these maximum tcintillation levels can be . :tr'buted in large part to differences in the dynamic
range of the two receiving systems; the MtISAT-1 receiver system utilized a 30 ft. parabolic reflec-
tor having a nominal gain of 25 dB whereas the LES-9 equipment used single yagi with a gain of 12
dB, As seen from Fig. 2 the intense scintillation continued for more than four hours. There was

little discernible evidence of multiple onsets and decays that would be indicative of multiple dis-
crete irregularity clouds either'in Fig. 2 or the raw data. However, the initial onset time (appro-
ximately 45 minutes after sunset) generally agrees with the long term results shown in Fig. I. The
sub-ionospheric points for a 400 km intt-sect!on are (5.340s, 33.71

0
W) for MARISAT-t and (3.68

0 S,
38.11°W) for LES-9. This spacing corresponds to an east-west distance of approximately 530 km and
thus furnishes an opportunity to examine the relative timing of the onsets of strong (i.e.. greater
than 6 dB or 60%) scintillation. When scaled from the original data the onset is fo,'nd to be 2155 UT
for MARISAT-I and 2159 UT for LES-9. Because the east-west distance (250 km) is too ireat to be
transversed by a reasonable irregularity drift in the measured time (a physically unreosonable speed
of 2.2 km/s is required), it must be hypothesized that the onsets t...resented the generation of two
separate irregularity clouds. In this example the easterly location along the MARISAT-1 path encoun-

tered the irregularity cloud 4 minutes earlier than the westerly location along the LFS-9 path. Fig.
3 shows six other instances in which scintillation began earlier in the easterly direction Also
shown in Fig. 3 are two cases (March 1-2 and 2-3) in which there was no scintillation seen -.n MARISAT-
I but measureable scintillation on LES-9. On March 7-8 scintillation occurred earlier in the west.

In mid-1977 a second receiving system was established by the University of Illinois 278 meters
away to perform multifrequency and multistation observations of MARISAT-1. During the program this
system recorded the 257.55 MHz signal to MARISAT-l. Interconnection of this system with the AFGL
equipment enabled drift measurements to be made. A helical antenna with a gain of 16 dS Is used as
compared with a 25 dB gain provided by the 30-foot parabolic antenna. In additlin to recording
amplitudes on a paper chart, some data are recoreed digitally on magnetic tapes with a 20 Hz campling
rate. Figs. 4(a) and 4(b) depict a small section (102 seconds) of the two-station data reproduced
from the digital tape. A close inspection of the data shows a high correlation with a slight time
lag between the two channels. In fact the computed normalized cross correlation function (see
Fig. 5) exhibits a maximum of 0.905 at a 2.00 second lag. Since the cross correlation coefficient is
so close to unity the spaced-station data can be interpreted to mean an eastward drift of 139 m/s.
This value is in close agreement with the value obtained by Mullen et al. (1977) using 0[,e same Arift
measurement technique at Huancayo, Peru and by Woodman (1972) using the radar Doppler technique. The

power spectra computed for these two channels are very similar as depicted in Figs. 6(a) and (b).
Both spectra show a fairly flat spectrum in t.ie low frequency regime extending to a roll-off fre-
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quency known as the Fresnel frequency VF, beyond which the spectrum approaches asympoticaliy to V-n

where n Is equal to 3.4 for Fig. 6(;) and 3.6 for Fig. 6(b). Taking an average value of n = 3.5,
this would imply a power-law electron density irregularity spectrum of the form K-4.5. The Fresnel
frequency vF for both spectra is found to be 0.16 Hz. Theoretically, It has been found that the
major contribution to the scintillation phenomenon comes from those irregularities whose spatial fre-
quency is equal to the Fresnel wave number KF (Wernik and Liu, 1974). For the geometry of Interest
it is given by

KF - A•7i (2)

wnere k is the wave number of the radio wave and z Is the slait distance to he middle of the irregu-
larity region. Since the cross correlation coeffic~ent is 0,905, we mat use the frozen-in concept
(Tatarskli, 1971) to relate the spatial behavior to the temporal behavior, The application of thi-
concept to the present problem (Umeki et al., 1977) yields a relation

KF (27VF/Vd) (3)

where vF Is the Fresnel frequency (whose value can be scaled from the power spectrum of the scintil-
l ataing amplItude) and vd is the drift velocity (whose value can be measured from the spaced-station
data such as described here). Eliminate KF between eqs. (2) and (3) and solve for z to obtain

vd2

2X F

where X is the wavelength of the radio wave. Inserting the experimentally measured values for
vd(=139 m/s) and vr(-0.16 Hz) in eq. (4), the slant range to the middle of the Irregularity region is
computed to be 324 km. This corresponds to a vertical height of 294 km (as the elevation angle from
the ground station to the satellite Is 65'), which compared favorably with measured heights by other
techniques (Woodman and LaHoz, 1976; McClure et al., 1977; Aarons et al,, 1980).

- Fig. 7 shows the behavior of 257.55 MHz scintillation during the evening of March 9, 1978.
Evidence of scintillation first appeared at 2154 UT. this scintillation rose quickly in intensity
and was fully developed in about 2 minutes at which time the peak-to-peak fluctuations were 15 dB,
which corresponded to a S4 scintillation index of 0.63. About 10 minutes later the scintillation
reached its maximum value of 20 dB (corresponding to S4-0.80), It stayed at this high value for
about 40 minutes, after which a gradudl decay phase set In. This decay continued for more than five
hours until the scintillation completely disappeared at 0440 UT March 10, 1978. During the same time
the fading rate had a behavior shown in the middle panel of Fig. 7, Because of the slow recording
speed before 0020, which made scaling the fading rate impossible, tOe fading rate data were available
only after 0020 UT. In this r-port, we define the fading rate as the average number of signal peaks
per second in a record of one minute duration centered about the time of Interest, It is seen in
Fig. 7 that the fading rate decreased continuously from nearly 1 sec" shortly after midnight to 0.;
sec"I in three hours. During the same time tne time delay of the fading patterns observed at the
spaced stations increased steadily from less tl'an 2 seconds to more than 6 seconds as depicted by the
curve on the bottom panel of Fig. 7,

The apparent anticorrelation between the fading rate and the time delay as evidenced in Fig. 7
is interesting and needs further investigation, Since the baselloe distance and orientation are
known, it is possible to compute the component of the drift velocity along the baseline. The results
are snown in Fig. 8. The eastward drift was approximately 150 in/s shortly after the midnight and it
decreased steadily to a value of approximately 30 m/s at 0400 UT. The average trend of the fading
rate obta!ned by replotting the data shown in Fig. 7 is also depicted in Fig. 8. Both the velocity
curve (marked V) and the fading rate curve (marked F) showed a decreasing trend after about 0100 UT,
This is expected; since under the weak scatter limit and the frozen-in hypothesis, the scintillation
theory predicts the fading rate to be directly proportional to the irregularity drift speed. How-
ever, before 0100 UT when the scintillation was strong, the ratio of fading rate and drift speed
becomes much higher. This is attributed to the multiple scattering effects which give rise to small
scale structures in the scattered field. Theoretical computatiors have shown that effects caused by
multiple scattering will act-jally decrease the correlation Intervals (Yeh. et al., 1975). In other
words, for a given drift speed, the fading rate will increase with the increasing scintillation. As
the observed scintillation was decreasing through the period of interest, it may explain why the
average raze of decrease of the fading rate was quite different from that of the veloclty In the
beginning, even though they were very similar near the end of the scintillation period as shown in
Fig. S.
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3. DISCUSSION AND CONCLUSION

in se.tion 2 we have described our scintillation observations at Natal, Brazil. in this section
we will discuss implications of our observational results and compare them with other observations.

The diurnal and seasonal occurrence behavior depicted by contours of Fig. I shows a stngle
maximum centered around October-November months and 2300-0100 UT (or approxfmately 2100-2300 LlT),
This is not very different from the results obtained for Huancayo, Peru (Aarons, 1977) in months and
local time for maximum activities, although Huancayo has a tendency to show a secondary maximum tn
the month of February. Notice the absence of any activity in the nronths of May through August in
Fig. 1. This is also the case in Huancayo. However, in the African sector as represented by Accra,
Ghana, even though the monthly and local time maxima are not ve-y different from tbe South American
sector, low level to m.dium level scintillation activities extend to all months of the year (Aarons,
1977). One possible explanatlon might be the different geometries encountered; Accra observed the
satellite at 121 elevation wicreas Huancayo saw it at 70'. Using the DNA Wideband satellite data
Livingston (1980) shows that at Kwa alain in the Pacific sector, the scintillation activities
actually peak in the months of Jul), and August, that is during the months when South America is
nearly void of any scintillatioa actlvity and Africa has only moderate scintillation activity.

In all sectors around the equator, the observations of scintillation are usually confiqed to
the local nighttime. Since the intense scintillation is a post-sunset phenomenon, an eirlier onset
in scintillation at an ea't•',n point may be expected. On a 1100 km east-west spacing at Ionospheric
heights (Bandyopadhyzy and Avrons, 1970), scintillation was commonly seen earlier in the east, but
nevertheless in 20% of the time it was observed ezrlier in Lhe west. The east-west ionospheric
spacing of 520 km used in our experiment strongly suggest that the onset of scintillation at these
points is usually independent. Mo-e recently multi-satellite observations with various east-west
spacing inoicate that immediately following the formation of a new patch, the western tiundary of
the patch may expand westward by 300 kin (Aarons et al., '980), This suggests that whatevep mecha-
nism tha, is responsible for triggering the instability it is small (smaller than 300 kil) In spitial
extent initially. As soon as the instability mechanism is activated, the formation of the
irr(guiarity goes through a growth phase during which the patch size increases to several hundred
kilcmeters in the east-west direction. The patch is then subject to electrodynamic drift which,
during tAe post-sunset period, is generally in the eastward direction near the magnetic equator.

The scintillation data collected on a 278 meter spacing have been used to calculate the drift.
The resulLing velocity shoin in Fig. 8 is eastward, dec4'easing from 150 m/s at 0000 UT to 30 m/s at0400 UT. This dlurnal trend and the absolute magnitude are in general agreement with other results
(Woodman, 1972; ,'lleae et al., 1977). According to the weak scatter theory, the velocity and the
fading rate should be proportional. This is suppor-ed by the experimental results of Fig. 8. De-
parture from this proportionality relation is expectcd when the scintillation is strong since mul-
tiple scatter contributes additional decorrelation effects (Yeh et al., 1975; Riro, 1979). This is
also suppoteo by Fig. 8. The computed power spectra of the amplitude scintillation data are similar
to those c.btained by other observers (Crane, 1976; Umeki et al., 1977; Rino anid Fremouw, 1973;
R-fe..ich, 1972; Meyer et al., 1979). From the computed power spectra such as those shown in Fig. 6tne riesnel frequency :an be determined. If one applies the frozen-in concept (Tatarskii, 1971) the
Fresnl w.ave rumber KF can be determined by Eq. (3) provided the drift speed vd Is also known such as
by using ýhe spaced-station data. Now the weak scintillation theory (Wernik and Liu, 1974) can be
used to relate KF to the slant range and thus also the height to the region of irregularities. The
ccnnpu.ed height in one instance is 294 km, which is quite reasonable, This lends credence to the
frozen-in hypothtsis and the correctness of the scintillation theory, at least under the weak scatter
conditirn.
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Fig, 4. Amplitude scintillation of 257.55 MHz signals trar.smitted by the geostationary satellite
MARISAT-I (1976-17A) and received at Federal University of the Northern Rio Grande,
Natal. Notice the close correlation of signals betwee- these two channels. The data
shown in (a) was recorded on a base line of 278 meters tf, the west of that shown in (b).
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VHF SCINTILLATION NEAR THE EQUATOMiAL ANOMALY CREST

III THE INDIAN SECTOR

A. DasGupta* and A. Maitra
Institute of Radio Physics and Electronics

University of Calcutta
Calcutta 700009, India

ABSTRACT

Some results of observations on the amplitude scintillation of a 136 MHz trans;onospheric
signal recorded at Calcutta, which is situated virtually below the northern crest of the equatorial
anomaly in the Indian sector, during the period April 1977 through February 1980 are presented. For
the low solar activity period scintillation has been found to be essentially a local summer pheno-
menon at this locaticn. With the increase in solar activity the equinoctial occurrence increases
remarkably and becomes the dominant phenomenon while the local summer occurrence shows little change.
The results are discussed in the context of the present theories of equatorial irregularities, as
related to the field tube confinement of the equatorial irregularities, and the vi-riation of both the
altitude of the F region and the extent of the upwelling motion at the magnetic equator with the
solar activity.

INTRODUCTION

In recent years there has been an increasing interest in the understanding of the physics of
the nighttime F region irregularities near the magnetic equator (Basu and Kelley, 1979). Even though
a number of techniques have been used to explore the irregularities (Basu et al., 1980), the measure-
ment of scintillations of signals from satellites remains the most widely used method for the study
"of kilometer scale irregularities. In the context of the current experimental and theoretical inves-
tigations it is apparent that the equatorial F region plasma within an entire flux tube goes unstable
and take part in an upwelling motion (Anderson and Haerendel, 1979; Weber et al., 1980). As a result,
the irregularities are also obtained nortl and south of the magnetic equator.

Most of the long-term observations have, however, been perfornmd at locations like Huancayo and
Legon, situated very close to the magnetic equator, and such long term observations from stations off
the magnetic equator are lacking. Recently, extremely high level (>20 dB at 1.54 GHz) of amplitude
scintillation has been observed (Aarons et al., 1980a) at Ascension Island (7.950S, 14.4°W), located
near the southern crest of the well known equatorial anomaly in F' ionization in the AFrican zone.
Although the above results have focused attention on the problr., very few long term scintillation
observations have so far been reported from such locations. in this paper we p,esent some results of
136 MHz amplitude scintillation measurements made during the three year period April 1977 through
February 1980 at Calcutta (230N, 88.5'E), 4hich is situated virtually below the northcrn crest of the
equatorial anomaly. We shall examine the seasonal variation of scintillation at this location during
the above period and show that both the level of scintillation and the seasoral pattern are control-
led by solar acE:vity. This, as we shall discuss, can be related to the variation of the height of F2
layer at the magne,:ic equator with solar activity ind the confinement of equatorial irregularities
within the magnet:c field tubes.

"DATA

A polarimeter of the type described by Fis et al (1977) and received from the Air Force Geo-
physics Laboratory, Hanscom Air Force Base, Massachusetts, U.S.A. has been in operation at the
Haringhata Field Station of the University of Calcutta. This was used to record the amplitude and
polarization of the 136 MHz signal from the Japanese geostationary satellite ETS-2 since April 1977.
This paper discusses the amplitude scintillations of the signal recorded by the above. The recording
time constant of the system is 0.1 sec and the dynamic range is about 22 dB. Scintillatlon index in
dB has been scaled manually every 15 minutes following the n:ethod outlined by Whitney et al. (1969).
The subionospheric point, namely, the intersection of the propagation path from the station to the
ETS-2 satellite with the 400 km ionospheric height, occurred at 21°N lat. and 92*E long. (dip 27°N).

*At present NRC/NAS Senior Resident Research Associate at the Air Force Geophysics Laboratory,
Hanscom Air Force Base, MA 01731, U.S.A.
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This subionospheric position is to the immediate south of the northern .rest of the equatorial
anomaly. It should be noted that in this longitude sector the height of the 400 km subionospheric
point maps along the earth's magnetic field to an a!titude of 800 km above the magnetic equator.

RESULTS AND DISCUSSION

Scintillation around the present location has varied considerably ouring the period April 1:71
to February 1980 wher the level of solar activity changed greatly. During 1977, the sclntillation
index at 136 MHz generally varied between 3-6 dB (DasGupta and Maitra, 1980) but in the later period
0the index often attained >22 dB and was limited by the dynamic range of the system.

Figure 1 shows the hourly percentage occurrence of nighttime scintillation (SI > 3 dB) on a
seasonal basis for 1977, 1978 and 1979. It is of interest to note that In 1977, a year of low solar
activity, scintillations were observed mainly during the months of May-July. With the increase of
solar P'ctivity during 1978, scintillations were also observed in the equinoctial periods February-
April end August-October and in the months of November-January, in addition to the May-July period.
In 1979, the year of recent maximum solar activity, the equinoctial occurrence of scintillations be-
comes much higher than that during the May-July period and the activity during November-January also
registers some increase.

Scintillations .isually occur predominately in the time period before local midpight during the
equinoxes, while there is no such definite pattern for the other seasons. The temporal character of
the equinoctial scintillations has been observed to be oatchy, the discrete patches lasing for a few
tens of minutes interspersed with absolutely quiet periods. This character is very similar to that
observed near the magnetic equator by Aarons et a] (1980b). On the other hand, scintillations obser-
ved during the May-July period in all the three years 1977-1979 indicate absence of discrete patches
and instead show one or two continuous periods of scintiliation activity lasing for several hours.

Figure 2 shows the percentage of time the VHF signal scintillates (SI > 3 dB) for the different
months individually. The monthly mean sunspot numbers are also indicated in the diagiam to facili-
tate the comparison of the scintillation pattern with solar activity. As discussed in the previous
paragraph, a semiannual component corresponding to the equinoctial scintillations becomes progres-
sively more prominent with the increase in the solar activity while the annual component identified
with scintillation occurrence during the May-July period shows a decreasing trend relathe to the
semiannual component (Table 1). The average occurrence or the d.c component in 1979 is nearly double
of that in the previous year.

Observations at all the equatorial stations ;n African, American, Asian and Pacific sectors
indicate high occurrences of scintillations during the equinoxes (Livingston, 1980; Aarons et a].,
198 0c). In this respect, the emergence of an equinoctial component of scintillations .1ear the crest
of the (daytime) equatorial anomaly in F2 ionization from the present data is very significant. As
mentioned earlier the sub;onospehric location of the present observations are mapped along the
earth's magnetic field to an altitude of about 800 km above the magnetic equator, Should the
F-rigion irregularities above the magnetic equator extend to altitudes of 800 km and above, the kilo-
meter scale irregularities at the magnetic equator are expected to be mapped down the field lines to
the subionospheric location of the present observations. With increasing solar activity, the equa-
torial F-region vertical drift velocity around sunset increases (Fejer et al., 1979) and the height
of the F-region maximum In the post-sunset hours has been found to attain altitudes as high as 500 km.
In the context of the current theories of the generation of nighttime equatorial irragularitles and
their upwelling motion, field tubes at altitudes of 800 km and above arc more likely to go unstable
in tha sunspot maximum years. Thus the present station is able to record the equinoctial component
of the equatorial scintillation only during the years of high solar activity. It seems that whjn the
level of solar activity is decreased, the present location becomes detached from the equatorial scin-
tillation belt duc to the decreasing altitude of the F region. Scintillations recorded during the
May-July period probabii arises from mid-latitude irregularities. As noted earlier, this component
does iot exhibit significant rariation with solar activity.

In the global perspective of equatorial scintillation, the present results do not give any def-
inite clue whether the Indian sector could be grouped either with the Asian sector or the African sec-
tor since the present observations show a prominent May-July occurrence of scintillation which changes
little with solar activity while observations near the meonetic equator in India for a vert limited
period show occurrence minimum during the same period (Moorthv at al., 1979). Long term observations
on the occurrence pattern of scintillation near the magnetic equctor in the Indian sector could only
resolve this question.
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Tabic I

Harmonic Analysis of percentage occurrences
of scintillations at Calcutta (SI > 3 dB)

Year Constant Term Annual Component Semiannual Component
or

Average Value Amplitude Phase mplitude Phase

1978 8.5 5.2 4 Jul. 4.9 26 Apr,

1979 17.2 0.8 8 Nov. 6.8 01 Apr.
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CUMULATIVE DISTRIBUTION OF SCINTILLATION INDEX

A. I. Trivedi, M. R. Deshpande and hari Om Vats*

Physical Research Laboratory Ahmedabad, India

ABSTrACT

Amplitudes of radio beacons (40, 140, and 360 MHz) from ATS-6 (Phase II) recorded at Ootacamund,
India have been used to determine the scintillation index every quarter hour. Cumulative distribu-

tions of &cintillation indices have been eval-,ated with the aim of evolving an economical method of
predicting distrIhutioins likely to be experienced over long periods. 'he quarter-hours that have a
mean scintillatiou indcx values that fall within ± 2.5% of a specified scintillation index level have
been grouped together. The centre scintil'ation index is assigned to the resulting dtstribution.
Such eistributions have been obtained over a representative raige of centre scintillation index (S.I.)
values spaced at 2.5% intervals of S.I. This procedure results in overlapping of half ranges. This
improves accuracy and sample size, ane it also overcomes to some extent the arbitrary nature of the
classification into ranges. Based on these results, a procedure has been suggested for esLimazing the
cumulative distribution of scintillation index, with possible application to estiaating link reli-
ability.

PROCEDURE

Amplitudes of radio beacons (40, 140 and 360 Mlz) from ATS-6 (Phase II) recorded at Ootacamund
have been used to determine the scintillation index as defined by Whitney et al. (1969) every quarter-
hour. This scintillation index will be referred to as So in this article. The distribution of these
values has been evaluated from this resulting set of So values. The annual mean value of So for the
corresponding quarter-hour has been evaluated. Analysis of the data corresponding to variots seasons
has also been performed. From these primary analyses, the quarter-hours having Luean So values fall-
"ing within ± 2.5% of specified mean So level have been grouped together, and thu cumulative distribu-
tion of the So values is evaluated and he centre So value is a.signed to the reiuiting distribution.
Such distributions have been obtained over a representative range of centre So values spaced at 2.57
"intervals of So. This procedure results in overlapping of half ranges, but is considered desirable
from the accuracy and sample size point of view and also because it overcomes to sume extent the ar-
bitrary nature of the classificat on Into various ra:.ges.

RESULTS

Analysis of the complete one-year data of ATS-6 (Phase II) recorded at Ootacamund was carried out
with the above mentioned procedure and results for the frequencies of 40, 140 and 360 Mz are shown in

Figs. 1, 2 and 3, respectively. The ordinate shows the level of scintillation activity, measured in
terms of the scintillation index S.. The scale on abscissa represents the percentage of times the So
value given c the ordinate ic exceeded. Individual cur/es .-nresent the overall distribution of So
values, when the individual cistribution having a mean So within ± 2.5% of tne value shown as the pa-
rameter, ere added and averaged, each component distribution being that of So values seen over the
year at a specific time of the day.

Examination of these curves indicates that tue distribution vaiies in a systematic manne-- with the
mean annual So. rhis variation is expected, since a higher nean signifies greater percentag4 occur-
rence of higher So values, extrapolation to ranges which are not covered is possible, Such extrapo-

lated cdf's are shown by the broken curvus which have been derived uding linear extrapolation based on
the two previous ranges. Inference regarding freqtency dependence of the cdf may ba drawn by compar-
ing the curves correfponding to the same mean value of scintillation index at different frequencies.
Such a comparison between say the 35% curve at 40 MHz and e.:trapolared 35% curve at 140 MHz or the 10%
curve at 140 MHz and the 10% curve at 360 MHz shows that the cdf has a noticeable frequency dependence.

Present'y at Department of Electrical Engineering and Computer Sciences, University of California,
San Diego, 3upported by NSF Grant ATM 7802625.
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This is explained by the tat 'hat at widely separated frequencies, the ionospheric erfects have to be
very dissimilar in order to yi.ld the same magnitude of the mean So at the two frequencies. At 40 MHz
33% mean So signifies a predominance of weak irregularity condition, while a 35% mean So at 140 MHz
would imply dominance of moderate to strong irregularity conditions.

Seasonal variations in the cdf for a specified mean seasonal So level are shown in Fig. 4. Also
shown is the annual averaged cdf for the same value of average So. While seasonal effects are evi-
dent, it is seen that the annual cdf lies within the extreme curves for summer and winter seasons.
Furthermore, in the high So range of 50% to 100% the annual cdf lies very close to the worst case of
summer distribution. This range is of a specific interest for link performance evaluation, and hence
the annual cdf curve may be considered as giving the approximate worst case So distribution within the
range. Thus for the intended application this may be regarded as an advantage.

Diurnal dependence of the cdf is given in Fig. 5. Here again E- and F-region effects give rise
to differences in the cdf's which may partly be t'e effect of a reduced sample size. Thl Irregular-
ities in the E-region are mainly responsible for the day-time fading whereas those in the F-region are
basically responsible for night-time fading. In deriving the curves of Figs. 1-3, however, these di-
urnal effects co a great extent have been implicitly accounted for since higher mean So values occur
mainly during night-time, and hence night-time data has a dominant influence in the cdf curves for
higher parameter values, and the day-time data in the curves for lower parameter values. In the in-
tervening sets of curves diurnal effects tend to be averaged out.

It has not been possible to test the sunspot number of dependence of the cdf's from the data
available. However, Fremouw et al. (1977) have suggested a linear variation of the mean scintillation
index with Rz. This suggests that the effect of sunspot activity is accounted for in the effect on the
mean level of So.

DISCUSSION

The above mentioned observations suggest that if the mean diurnal variation of So at a given fre-
quency car be predicted (e.g., Fremouw et al. 1977 Trivedi et al. 19)9) the curves of Figs. 1-3 can
be used to derive an approximate prediction for the cdf of scintillation either directly or by suit-
able exto apclation of mean So curves and interpolation in frequency provided that the frequency does
not differ greatly from the frequencies for which the curves have been derived. Similar analyses at
intermediate frequencies when available may of course alleviate this drawback.

The procedure suggested from the mean diurnal variation of SO, the percentage of 24 hours during
which the mean So falls within various 2.5% ranges can be calculated. The cdf curve corresponding to
the upper limit of - given range (i.e., worst case consideration) can then be multiplied by the per-
centRge to yield the partial percentage of scintillation at various So levels. This percentage is
that contributed by the group of So values in that range. Similar partial percentages may be derived
t orresponding to each of the predicted ranges of So using appropriate percentage diurnal occurrence.
A summation of these partial percentages corresponding to a given So level yields th3 total percentage
of time Lhat level of So is likely to be exceeded. Such summations at vani as levels can be used to
generate the overall expected cdf.

The errors introduced by the various averaging processes, arbitrary definition of ranges, the use
of long-term mean So values, etc. in cdf prediction have been estimated by applying the above men-
tioned procedure to the observed mean diurnal variation of So. The cdf's obtained by this process

_ are comparea with the true observed cdf's in Fig. 6. It may be seen that the agreement Is good, and
that the estimated cdf in all cases gives a fractionally higher estimate of the percentage occurrence
of scintillation at a given level.

While the above test is not on purely independent data it emphasizes the validity of the proce-
dure and its success on application 'j independent data depends upon the constancy of the individual
curves. The present results lead one to expect such a constancy, but clearly further verification is
needed.
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Predicting the Equatorial Spread F/Scintillation Environment
by Theoretical and Numerical Simulation Techniques

S. T. Zalesak÷, 3. L. Ossakow+, and P. K. Cnaturvedi
+Geophysical & Plasma Dynamics Branch, Plasma Physics Division

Navai Research Laburatory, Washington, D.C. 20375
A
Berkeley Research Associates, Springfield, VA 22150

ABSTIVACT

The understand-ng ,f equsoljzýal spread F (151) p•t numei, n,.s inixeased significantly during
the past several yea,7s. Agsactxted ES. phenomena involve ionospheiiL Irregularities spanning some
5-b orders of magnitude in scale size. The largest scale sizes (C- 10C meters to many kilometers),
which cause scintillation phenomena, are caused by a plasma fluid type Rayleigh-Taylor (R-T)
instability mechanism on the bottosside of the nighttime equatorial F region. Plasma density bub-
bles (depletions' are formed on the bottomside by these ionospheric irregularities and then rise
nonlinearly to the topside, by E x B polarization motion, causing irregularities above the F peak.
Our previous work has focused on the pure gravitationally-driven R-T instability in equatorial F
region geometry, i.e., a two dimensional isolated equatorial F region plane with both altitude and
east-west extent. Here we present the results of recent analysis and numerical simulations of the
effect of a background E region of finite Pedersen conductivity coupled with an eastward neutral
wind at the equator. The results show the effect of an eastward neutral wind in causing a westward
tilt in ESF large scale bubbles. In addition, the results offer an explanation for the "fishtails,"
C's, and westward tilts observed on equatorial radar backscatter maps of ESF plumes, i.e., small
scale size irregularities. The numerical simulation results also ludicate the presence of secondary
scintillation causing instability mechanisms acting on the westward walls of bubbles at low alti-
tudes and on the eastward walls at higher altitudes.

INTRODUCTION

In our previous studies of evolving equatorial spread F (EFF) oubbles and plumes in the
equatorial ionosphere [Scannapieco and Ossakow, 1976; Ossakow et at., 1979; Zalesak and Ossakow,
1980) we focused our attention on showing that the motion and structure of the experimentally mea-
sured ESF environment (bottomside and topside spread F, bubble formation, and evolution) could be
explained in terms of the nonlinear evolution of the gravitationally driven collisional Rayleigh-
Taylor (R-T) instability. Through the use of numerical simulalion techniques, we were able to
demonstrate that after its initial linear growth phase, the R-T instability on the bottomside of
the nighttime equatorial F region evolves nonlinearly inLo bubbles or piumes of low density plasma
(depletions) which rise by E x B polarization motion to well beyond the F peak. Thus it was possi-
ble to understand the previously inexplicable existence of both bottomside and topside ESFP These
studies showed both qualttative and quantitative agreement with observations [Kelley at a3., 1976:
Woodman and LaHoz, 197C; McjClure et al., 1977] in terms of time scaies, depletion levels, and plume
morphology.

In this present study we would like to address the influence of an eastward neutral wind at
the equator, combined with the presence of a background E region of finite Pedersen conductivity,
coupled electrically to the equatorial F region plasma along magnetic field lines. We shall find
that, under some simple assumptions, this siciation results in a shear in the unpertuebed equator-
ial F region plasma motion, even when no shear exists in the F region neutral wind. This shear is
such as to bend passive vertically aligned structures into "C" shaped structures. A numerical
simulation is presented in which it is verified that a rising ESF bubble is indeed caught up in
this shear, as it rises, causing at late times the "C"'s, "fishtails" and westward tilts seen on
backscatter radar plumes [Woodman and LaHoz, 1976; Tsunoda, JJ81] and the westward a-tion of large
scale bubbles [McClure et al., 1977].
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THEORY AND MODEL

In Fig. 1, we show the geometry of the physical phenomenon we are attempting to modql. Theequatorial F region plasma responds to the effects of the earth's magnetic field, gravity, ccl-lisions with the neutral atmosphere, and eJectric fields. Since the conductivity along magnetic
field lines is extremely high, these electric fields can depend on the dynamics of plasma far fromthe equatorial region, but connected to the equatorial region by magnetic field lines. We find thatthe physical quantity dominating the evolution of the collisional Rayleigh-Taylor instability is themagnetic field line integrated Pedersen conductivity, and that the primary contribution to thatquantity comes from plasma in the local region near the "computational plane" shown in Fig. 1. This
fact has been the basis for our previous theoret'cal and numerical studies of equatorial spread F[Scannapieco and Ossakow, 1976; Ossakow et al., 1979; Zalesak and Ossakow, 19803, and has enabled

A ~us to study the phenomena of interest using just a single two-dimendional compu'-ational plane.
We do not propose here to analyze the problem in the complete three-dimensional geometry, jutrather, as a first step, to modify our two dimer•onal model to take into account the presence of

other plasma, and hence Pedersen conductivities and forces, in regions far from the equatorialplane, but connected to the equatorial F region plasma along magnetic field lines. For instancethis could be the northern and southern hemisphere E region plasma shovn in Fig. ]. This modifica-
tion is shown in Fig. 2, where we show three distinct layers of plasna connected by magnetic fieldlines. The center layer is the same compututational plane as we have used in our previous work
[Scannapieco and Ossakow, 1975; Ossakow et al., 1979; Zalesak and Ossakow, 19803, and represents theequatorial nighttime F region plasma. The upper and lower layers represent the remaining northern
ana southern hemisphere plasma respectively, including the E region plasma. The problem is still
essentially two dimensional in that we do not allow transport of ions between layers (nor do weallow for any physical variable to depoud explicitly on z, the directien along the magnetic field).We do, however, allow electron currents to flow along magnetic field lines between layers to pre-serve eletrical neutrality. Also, within the context of this model, we will finally take the Eregion layers to act as a passive Ioad, i.e., ve do not allow for any motion in layers 1 and 3 andthose layers are assumed to remain uniform. Thus, as a first cut we are taking our previous equa-
torial plane simulations [Scannapieco and Ossakow, 1976; Ossakow et al., 1979; Zalesak and Ossakow,1980] and adding a passive E region load to the circuit to allow for short circuiting effects.Under the assumptions that (i) the electric fields of interest are electrostatic and, hence,
derivable from a scalar potential; and (ii) that the conductivity along magnetic field lines isextremely large and, hence, the potential is constant along a field line, we are left with a problemsimilar to the multilevel barium cloud striation problem [Lloyd and Haerendel, 1973; Scannapieco etal., 1976; Doles et al., 1976). We will now briefly review the multilevel equations appropriate to
our ESF problem.

We will not derive the equations here; rather we shall state the governing equations and list
the assumptions made in deriving them. The equations to be solved are

-n + 7 "(nv)-0 
(0

- [(I +: + Z3)V J k cj2 ninC -] (2)
1 2 3~ ax] J in (2)2Vin c c

v n = ý ( E +migýy VinmiUnx) + 2-(e E +m i+V-U)x ()

E V - 6(x,y) (4)

ý- +a B/a (5)

where n, vi, e, mi, and Vin are the ion number density, velocity, charge, mass, and collision
frequency with neutral species respectively, Un is the westward neutral wind velocity, and the x,y, and i directions refer to Fig. 2. Here El, E 2 and E 3refer to the magnetic field line integratedPedersen conductivities in layers 1, 2, and 3 respectively. All other quantities in (1) through
(3) refer to layer 2 (see Fig. 2). The earth's magnetic field B is taken to be 0.5 gauss, g is

- 980 cm/sec2
, and c is the speed of light.

Equations (1) through (3) were derived from the plasma fluid ion and electron continuity andmomentum equations in each layer, subject to the following assumptions: 1) Quasineutrality, i.e.,ni s ne F n everywhere; 2) the electric field is electrostatic in nature and hence derivable from apotential (Eq. 4); 3) the conductivity song magnetic field lines is sufficiently high that the
field lines are in fact equipotentials, i.e., - -(x,y); 4) the slight convergence of the magnetic
field lines with latitude is neglected; 5) the intertial terms (see Ossakow et al. 1979) in the
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EQUAT ORIAL
SPREAD F MODEL DASHED LINE DEPICTS

E REGION PLASMA

COMPUTATIONAL PLANE
,(EQUATORIAL F REION

PLAS SMA

"km

ALTITUDE

-•--12kmi--4

Figure 1. Diagram of the equatorial ionosphere and of the neightiring
regions which have physical relevance to equatorial spread F (ESF) processes,
including the E region plasma at higher and lower latitudes. These regions
are electrically coupled to the equatorial F region ionosphere by the high
conductivity along magnetic field lines. Plasma is actually distributed all
alcng these field lines, but in this study we shall make the assumption that
this system can be modeled accurately by three planes of plasma connected by
straight field lines, as shown in Figure 2. One of these three layers
(layer 2 in Figure 2) is shown here as the "computational plane".
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Figure 2. The "three layer" model of the physical system depicted in Figure 1. All plasma in the
- •icinity of the equatorial plane has been compressed into layer 2, wuile the remaining northern and
southern hemisphere plasma has been compressed into layers 1 and 3 reqpectively. Further, the mag-
netic field lines have teen straightened so we can deal in cartesian coordinates X, y, and z as
shown in the figure. The plasma in layers I and 3 is assumed to be uniform and free of any external
driving force such as a neutral wind. The equatorial layer 2 is assigned a realistic initial dis-
tri'bution of electron density No(y), and ion-neutral collision frequency, along with a neutral wind
which may vary with altitude, but which is taken to be uniform and eastward, and equal to 150 m/sec
in this study. In addition, gravity points in the negative y direction.
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ion and electron momentum equations can be neglected; 6) all collisional effects except tnose if
ions on neutrals are neglected; 7) terms of order din

2
/•i

2 
are neglected; 8) the plasma comprei si-

bility associated with Pedersen mobility in the E region (layers 1 and 3) is small enough so that we
may treat Z, and Z2 as constants during the course of our simulations; and 9) there are no neutral
winds or external electric fields in layers I and 3.

Equations (1) and (2) constitute the system of equations ,je must solve. In general it will be
necessary to resort to numerical means for this task, but for the case of an unperturbed laminar
ionosphere it is both possible and useful to find a simple analytic solution to the plasma flow
field, which is an illuminating example.

Suppose El, E2, E3, are functions only of y (altitude in the equatorial plane). Then for any
set of boundary conditions on Owhich does not itself impose an x-dependence on 0, we find that
-* = *(y). Then (2) becomes

" - --- + 1m + 3) Z20i m- u (6)Y by yy n

the general solution of which isSbe mt
(zi + 2 + F3) y= - •2i - U + Joy (7)

where Joy is a constant, and1 0 eB/(mic).

Assuming that E2 - 0 as y ± - and demanding that 60/6y (or equivalently the total current)
vanish at y = ± we get Joy - 0. Recalling that 60/ay = - Ey we obtain

E2 mi

2 U (8)
y El+ Z2 + E3  i e n

The E x B plasma motion produced by this electric field is given by

_xc E2 m i
B Z+ E 2+ Z3 f i-Un (9)

"z2• v = U =f U
E+ 1:2+ Z3 Un n

where
f = Z2/(El + E? + Z3 ) (10)

Note that the plasma drifts at a fraction f of the neutral wind velocity, and that the fraction is
SA simply the ratio of the "local" equatorial plane Pedersen conductivity to the total field line con-

ductivity on a given field line (Note: what we have in mind here and in the numerical simulations
is that our magnetic field line integration for the equatorial F region is over a very limited
extent in z, i.e., almost a delta function plane (a very thin layer for the F region), and that
regions 1 dnd 3 constitute the rest of the field line connected ionosphere as a load on the
circuit). This simple equation has some remarkable consequences in terms of the motion of
structures (spread-F plumes, for example) imbedded in the equatorial ionosphere. Suppose that E2'Max
is a function of altitude with a peak E2 at altitude hmax. Suppose further that Z1 and Z 3 are
constants such that Z1 + E3 - 0.1 L•ax, and that we impost a uniform eastward neutral wind of
100 m/sec on level 2 (the equatorial plane). We now create a model ionosphere (see Table 1) and
tabulate the eastward plasma veiocity as a function of altitude:

Table 1

Eastward plasma

Altitude (km) Z 2 /Ztax velocity (m/sec)

600 0.1 50

500 0.5 83

400 (h max) 1.0 91

300 0.1 50

200 0.01 9
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Note that even though there is no vertical shear in the neutral wind velocity, the plasma flow field
contains a large shear with opposing signs on either side of hmax. The effect of this shear is to
bend any passive vertical structure imbedded in this flow field into a "C" shape.

The above result is quite satisfying in that it offers a qualitative explanation of the "C"'s,
"fishtails", and other tilted structures seen by Woodman and LaHoz [1976) and Tsunoda [1981] in
their observations of coherent radar backscatter from the meter-scale size irregularities associated
with ESF plumes. However, the above analysis is valid only for passive structures imbedded in a
laminar unperturbed ionosphere, conditions which are simply not met in the ESF environment. Numeri-
cal simulations are necessary to prove the case unequivocally.

"NUMERICAL SIMULATION RESULTS

Equation (1) is solved numerically using the fully multidimensional flux-corrected transport
(FC£) techniques of Zalesak [19793. Briefly, FCT is a technique originally developed by Boris and
Book [1973) for solving equations of the form (1) where steep gradients in n are expected to form.
The fluxes used in the algorithm are nonlinear weighted averages of fluxes computed by high and low
order finite differences. The high order fluxes are weighted as heavily as possible subject to the
constraint that nonphysical oscillations are not introduced. Equation (2) is solved using the
direct elliptic solver of Hadala [1978).

The numerical calculation to be presented wab performed on a two-dimensional cartesian mesh
using 40 points in the x (east-west) direction and 140 points in the y (vertical) direction. The
(uniform) grid spacing was 3 km in the y direction, and 5 km in the x direction. The bottom of the
grid corresponds to 253 km altitude and the top of the grid to 676 km altitude. Periodic boundary
conditions were imposed on both n and 0 in the x direction. In the y direction transmissive bound-
ary -onditions were imposed on n (an/by - 0) and Neumann boundary conditions were imposed on f.
Specifically, the normal derivative of 0 was chosen such that the normal component of the total cur-
rent (the sum over all three layers) was zero for the unperturbed state. This implies

( + +E + niU 0 (11)

at the upper and lower boundary, where Z° is the Pedersen conductivity of the initial unperturbedSi i state.

The plots which will be presented are contours of coustant n(x,y,t). Superimposed on each
contour plot is a dashed line depicting no(y), the initial unperturbed electron density profile in
layer 2, for reference purposes. Our no(y) profile is such that the F2 peak is located at 434 km
altitude, and the minimum electron density scale length L - no(ano /by)-l is 10 km. The ion-neutral
collision frequency Vin(y) used in the calculation can be found in Ossakow et al. [1979). The

initial perturbation used to start each calculation was a mode 1 sine wave in the x direction:

"n(xy", " 1 - e- 3 
COSIx/100) (12)

ni (y)

A uniform eastward neutral wind of 150 m/sec was imposed over the entire equatorial plane
(Un = - 150 m/sec). In addition, it was assumed that (El + E3) - 0.12 Lax. In Fig. 3 we show the
isodensity contours of n(x,y) for our initial conditions (laminar ionosphere no(y) plus perturba-
tion (12)). The contours are labeled for later reference purposes. Figure 4 shows isodensity con-
tours of n(x,y) at four different times during the simulation. The 40 x 140 mesh has been extended
to 80 x 140 for plotting purposes (recall we have periodic boundary conditions in the east-west
direction), and we have placed ourselves in a reference frame moving eastward at 68 r/sec (to mini-
mize computer time). We see the usual plume formation and subsequent rise, but we also see the
effects of the plasma shear associated with the laminar ionosphere: the plumes are bent into "C"
shaped structures. That is, we see a westward tilt of the plume with altitude above - 360 km, and
an eastward tilt with altitude below - 360 km. The shapes depicted in Fig. 4 are similar to those
seen on radar backscatter maps of small scale (: 3m) irregularities [Woodman and LaHoz, 1976;
Tsunoda, 1981). Presumably the radar backscatter maps are signatures of the large scale size bub-
-bles depicted in Fig. 4, i.e., the steep plasma densiti gradients associated with the bubbles in
Fig. 4 drive the radar backscatter observed irregularities. The westward and upward motion of the
bubbles depicted in Fig. 4 are in agreement with the satellite in situ meastrements of McClure et

al_. [1977). Small scale rippling on the high altitude eastward wall of the bubble is also
ex2ibited in Fig. 4.
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Figure 3. Iso-electron density contours for the initial perturbed state in layer
2. This represents the initial conditions for our numerical simulation. The
contours are labeled in units of electrons/cm3 in E format notation (l.OEl 1 x
101, etc.). The unperturbed ionosphere was initially laminar (independent of x,
the east-west direction) and is exhibited by the dashed curve showing No(y), at
any point in the east-west (x) direction. This curve is labeled at the top of the
figure. The perturbation has a maximum amplitude of e-3 in relative electron
density, is a pure mode 1 sine wave in x, and is independent of altitude y, as
described in the t"xt. The observer is looking southward so that B is out of the
figure.
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Figure 4. Sequence of four -so-electron density contours for our numerical
simulation, using the initial conditions depicted in Figure 3. Times shown nre
1500, 1850, 205G, and 2344 seconds. Note that the plasma shear associa:ed with

the initial unperturbed laminar ionosphere (see text) superimposes itselt on
the normally vertical plume rise, resulting in westward tilts of the plume with
altit 'de above - 360 km, and eastward tilts with altitude below 360 km, in
agreesýnr with experimuental observations. Also notre the plasma gradient

steepening and apparent onset of secondary instabilities on the east wall of
the plume at the higher altitudes, and on the west wall at lower altitudes.
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CONCLUSIONS AND DISCUSSION

It would appear from the analysis and results ve have presented here t~'at ve have a
satisfactory explan-tion for the westward tilts, C-saapes and "fishtails" seen on backscatter radar
maps of ESF irregularities [Woodman and LaHoz, 1976; Tsunoda, 19812 and #he westward and upward
movement of large scale plasma depletions (bubbles) as observed by satellite in situ measurements
[McClure et al., 1977J. Our plans for the future include improving the model to allow for a more
realistic treatment of the E regions: i.e., solving the ion continuity equation numerically and
allowing driving tex'as such as tidal E region neutrel winds. There is also to be studied the
occurrence of secondary instabilities on the westward and eastward walls of the bubbles as a result
of the neutral wind and of the deformation of the plume by the plasma wir.d shear. For example, in
Fig. 4 we see that at the latest time shown (2344 sec) we have a steepening of plasma gradiente and

the apparent onset of instability on the east wall of the bubble at the higher altitudes and on the
west wall of the bubble at lower altitudes. Presumably if we were able to carry the calculations
later in time with increased resoludion (recall that in the present simulation the minimum grid
size is 3 km) in these regions, we would see the further structuring of these steenened regions
which would result in scintilletion causing irregularities.

It should also be pointed out that our previouE numerical simulation results [Ossakow, et al.,
19792 on rising ESF bubbles (without a neutral wind and E region) have been utilized in model com-
putations of radio wave scintillation caused by equatorial ionorpheric bubbles [Wern1k at al.,
1980]. It is anticipated that the results presented in this paper will also be of value in such
scintillation modeling.
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ABSTRACT

The S3-4 "in situ" satellite observations near the nighttime equator (2230 LT)
have shown irregularity structures with depletions in plasma density up to 3 orders
of magnitude and ranges in horizontal extent, om less than 1 km to tens of kms.
The holes have sharper gradients on the eastern boundary than across the western

-j counterpart, and the power spLctral indices in the irregularities lie between 1.9-
2.5 in the intermediate wavelength domain. The east-west asymmetry of the de-
pletions is also shown in the irregularity intensity and spectral strengths. The
variations in density are more intense on the western wall of the holes suggesting
a scintillation enhancement on the western boundary. In addition, the results of
power spectral analyses support the role of the Rayleigh-Taylor instability in the
generation of intermediate scale size irregularities during the occurrence of
equatorial spread-F.

INTRODUCTION

Equatorial F-region irregularities have drawn much interest in recent years
because of their urd3sirable effects on transionospheric communicadions and their
cause-effect relationship with fundamental plasma instability processes. In efforts
to underst&nd the causative mechanism(s), considerable advances have been made ill
areas of detailed ground-based radar observations and "in situ" measurements. The

-' radar observations (e.g., Woodman and La Hoz, 1976; Tsunoda et al. 1979) have found
that meter-size irregu2'arities primarily populate the bottomside F-region in the
early evening, at later times tend to rise up and break away from their lower
altitude source regime and develop structures extending up to the 700-1000 km
reyion. These structures nave come to be called "plumes".

On the macroscale (100's of meters to 10's of km) "i•, situ" nighttime equa-
torial measurements have revealed large biteouts in plasma density ranging up to
three orders of magnitude (Hanson and Sanatani, 1973) and considered just as charac-
teristic of spread-F as the much less intense (meter size) irregularities observed
by radar. Later works on biteouts (Brinton et al. 1975; McClure et al. 1977)
showed that ion composition inside and outside the holes can be vastly different.
The molecular ions can be more abundant inside the holes than outside the holes,
and the holes can vary from a few km to tens of km in the horizontal extent.

ln examining potential relationships between radar plumes and ionospheric
depletions, Szuszczewicz (1978) suggested that equatorial holes and spread-F were
the same phenomena with small scale irregalarities imbedded within the large scale
depletions. He argued that a chemical volume of ion density on the bottomside
(containing the signature of bottomside species) could move upward through a
stationary neutra' atmosphere and appear as biteouts at higher altitudes with much
smaller structures (down to the meter range) populating the density gradients which
bounded the macroscale depletion. This model was in concert with the numerical
results of Scannapieco and Ossakow (1976) and the drift measurements of McClure et
al. (1977).
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To further study and definitively unfold the detailed relationships between
large scale depletions, meter size irregularities and chemical transport processos,
a coordinated investigation was conducted which involved simultaneous observations
by radar and "in situ" rocket-borne diagnostics (Szuszczewicz et al., 1980). The
combined observations have shown that.

(a) Durina ccnditions of well-developed equatorial spread-F the most intense
"in situ" irregularities occurred on the bottomside F-layer gradient.

(b) Within a large scale topside F-layer depletion radar backscatter and "in
situ" irregularity strengths maximized near the depletion's upper wall.

(c) Ion composition within a topside depletion provided signatures of its
bottomside source domain and estimates of average maximum vertical drift yelocity.
F~r long-lived depletions, it was found that+molecular-ion signatures (10 and
02) can be lost while bottomside levels of N- can be maintained when [0 N N >>
[NO+] + [0z]; and finally,

4d) Large scale fluctuations of 0+ accompanied by a near-constant level of NO
and O on the bottomside F-layer gradient suggests that neutral atmospheric turbu-
lence was not a major source for bottomside ionospheric plasma irregularities and
the associated triggering of equatorial spread-F.

To complement the vertical profile information provided by the rocket obser-
vations, we present and analyze a sample of "in situ" measurements conducted on the
STP/S3-4 satellite carrying a pulsed plasma probe experiment. The probe experiment
employed a self consistent test for measurement integrity, while determining
electron density and temperature as well as density and mean ion mass fluctuations
at 5-20 meter resolution. The S3-4 experiment has been discussed by Szuszczewicz et
al. (1981). In this paper, we discuss some of the recent results with emphasis on
general horizontal morphology and relationships to basic instability processes and
associated scintillation effects.

EXPERIMENTAL RESULTS

Plasma Depletions

The data reported here was made available by NRL-747 paired-pulsed-plasma-
probes (P 4 ) experiment (Szuszczewicz et al. 1981) on STP satellite $3-4 in a sun-
synchronous orbit at lower F-region altitudes. The satellite crossed the nighttime
equator at about 2230 LT when the the frequency of occurrence of spread-F was high.
One probe was biased to respond to variations in plasma electron saturation currets
(I j N ) aad the other 2robe responded to the ion saturation currents (I.=N /VM.').
Su ject to the selection of a number of commandabl•e modes of operation, cithgr
probe could be repetitively pulsed from its fixed-bias level using a special
electronic procedure (Holmes and Szuszczewicz, 1975) to generate conventional
Langmuir characteristics for full determinations of electron density N , temperature
T and plasma potential V . The different modes of operation and expehimental
d~tails are discussed by Szuszczewicz et al. (1981).

Figures 1 and 2 present samples of nighttime equatorial irregularity structures
as measured by the currents collected by the electron (Ie) and ion (I.; probes.
The Figures show that the holes ext)nd from a few kms to etens of kms, with depletion
levels ranging from a factor of 3 (hole A) to a factor of 500 (hole F). A cursory
analysis of Figures 1 and 2 reveals three particularly interesting observations:

(a) The density gradients on the opposing sides of ea~h bole are different.
Noting that the inclination of the sateilite orbit is 96.4 (traveling in the
east-to-west direction with time increasing left-to-right) it can he seen that
density gradients in holes C-E (Fio. .) and F (Fig. 2) are sharp on the eastein
boundary and soft on its western counterpart. in the case or hole A, B and H :Fig.
1), the density gradients are not quite as sharp in comparison with holes C-F but
the average density gradients are still softer on the western boundary. For the
holes L (Fic. 1) and N' and L' (Fig. ý), the difference in density gradients on the
opposing sideA does not constitute any specific behavior whi.e in the hale C' (Fig.
2) the density gradient is sharp on the western boundary. These observations can
be summarized by noting that the density gradients are different across the
boundaries of ea.ch depletion, with a preference for the density gradients to be
sha-per on the eastern 3ide.
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(b) Anotber interesting feature of the holes is their similarities in struc-
tural morphology. Holes A, B and H are similar in thcir horizontal profiles.
A similarity feature can also be identified in the depletion L (Figure 1) and L'
(Figure 2). Both of these depletions have d center point (M and M' respectively)
around which the structures look similar. it the central point M and M'), the
plasma density approaches the background (undisturbed) level suggesting that one
large hole is breaking up or alternatively two smaller ones are merging.

(c) The top panel of Figures 1 and 2 displays relative density fluctuations,
61/I determined by variations about linear detrends over sliding 2.1 km intervals
throughout the depletions. The fluctuations (61/I) easily identifies the degrea of
disturbance. The percent variation in the holes A, B and H (Figure 1) is less than
20% in most parts of the holes, while in other holes of Figures I and 2 the varia-
tion can be more than 50% in some parts of the holes. In addition, the variations
can be differirt across the opposing boundaries of the holes. We discuss this more
fully below.

East-West Asymmetry

Further illustrations of F-region irregularities appear in data revs 2122 and
2123 shown in Figure 3. Rev 2123 shows four depletions (numbered 1 through 4) with
the depletion level extending to more than two orders of magnitude. The rev 2122
shows th ee depleticns (numbered 5 through 7) with depletions in density up to one
order of magnitude.

The discussion is facilitated by identifying certain features in rev 2123.
First. there are clearly defined regions of undisturbed background ionosphere,
marked alphabetically A uhrough D; the smoothness of the relative density and the
corresponding 0% fluctuations attest to their undisturbed nature. Focussing on
depletions 3 and 4, we see that the irregularity intensities are 2 to 3 times
larger on the western boundary than on eastern counterparts. This same relation-
ship is true in depletions 1 and 2, but only after a qualification that suggests
that 1 and 2 are halves of a larger depletion bounded by A and B. This is support-
ed in part by the non-existence of a quiescient ionosphere between the two. When
viewed from this perspective the western boundary is approximately twice as intense
in irregularity intensity as the eastern boundary. In rev 2122, the depletions 6
and 7 show the irregular intensity as more intense on the western boundary by a
factor of 3-4. (On the basis of similar considerations applied to Figures 1 and 2,
we note that the irregularity intensity is greater on the vestern boundaries of
depletions D, 2 and H (Figure 1) and F (Figure 2), while the eastern boundary in
holes A-C (Figure 1) is more intense. Based on irregularity intensity (S1/I)
observations, we conclude that there is a high probability of occurrence of more

-AL=b f.±UL;LU~tLiU11 4ros T~he western Doundary of bottonside F-region depletions.
The asymmetry in irregularity strengths and relationships to plasma insta-

bility mechanisms can be explored further through power spectral density analyses.
We present in Figures 4 and 5 just such results for each of the boundaries in
Figure 3 (IE and 1W refer respectivel: to the eastern and western boundary of
deplstion number 1). Though the experiment provides the density fluctuation power
spectra with a maximum Nyquist frequency of 400 Hz (19 n resolution along the orbit
and 3-5 m resolution perpendicular to magnetic field) the data in this figure has
been decimated by a factor of 3 in order to include greater spatial domains across
tne depleti.on walls. Power spectral analyses are presented across the boundaries
of each of the seven depletions with spectral indices (n, in the equation P =
P f ) ranging from 1.9 to 2.5. More important however, is the spectral strengths
(P), found to be 1.4 to 11.3 (entered as P _P (west)/P (east) in Fioures 4 and 5)
ti~es more intense on the western boundariel, %ith thesg intensities extending down
to a 15 meter wavele,1th perpendicular to the geomagnetic field. The spectral
indicas support the .rk of Keskinen et al. (1980) which predicts the same approxi-
mate range of values for horizontal irregularity structures perpendicular to B.
The east-west asymmetry in the depletions is apparent from the linear deLrend of
data and the spectral strengths.

We now show that the asymmetry bears on scintillation observations. To do this
we note that scintillations depend upon AN(AN=AI) rather than AN/N (as calculated

by (AI) and the power spectral analysis P0 .(-)2). For the purpose of scintil-

lation-effect c.4culations, we have determined lIin the wavelength
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domain 80 m to 8 km by assuming that P r.m.s, in this domain is equal to
(IAIr.m.s'/I)2. Defining P2 as

P2= (AI) r.m.s.(in the wavelength range 80m-8km on the west wall)

(AI) r.m.s.(in the wavelength range 80m-8km on the east wall)

we find the values of P2 ranging from 1.1 to 7.7. These results suggest enhanced
scintillation effects on the western wall of the depletions, in agreement with the
observations of Livingston et al. (1980). Furthermore, the radar measurements
(Tsunoda, 1979) also show that the bottomside backscatter strength is often
asymmetric in east-west plane with stronger backscattor from the western wall of a
plume. The combined observations support a model of E-W asymmetry which allows for
a neutral-wind driven instability growth rate enhancement on the western side of a
rising bottomside F-region depletion. The maximum growth rate occurs on the western
wall of the rising depletion, where the electron density gradient is most closely
aligned with the plasm. drift velocity vector in the reference frame of the neutral
wind (Tsunoda, 1979; Zale~ak et al, 1980).

COMMENTS AND CONCLUSIONS

The results of the high resolution S3-4 satellite experiment for equatorial F-
region irregularities show large scale plasma depletions (1 km to 10's of km wide)
with smaller scale irregularities superimposed (smallest detectable s..ale size ^.10 meters perpendicular to B). The depletions (which may in fact represent the"
bottomside upwelling process that has come to be identified with the lower F-
region manifestations of spread-F) show east-west asymmetry with the irregularity
intensity and spectral strengths generally more intense on the western -boundary.
Associated calculations over density fluctuations in the range 80 meters to 8 km
suggest that scintillation effects would be similarly more intense on the western
boundary. We find these observations consistent with radar (Tsunoda, 1979) andscintillation measurements (Livingston et al. 1980) as well as the recent computa-
tional work of Zalesak et al. (1980). Furthermore, we ind the horizontal power
spectral indices to lie between 1.9-2.5, supporting the role of Rayliegh-Taylor
instability (Keskinen et al. 1980) and the recent theoretical and experimental
comparison in the vertical plane (Keskinen et al. 1981).
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ABSTRACT

Oa the basis of 331 equatorial passes of E1SP we have determined that two distinct types of top-
side ion depletions occur in the evening sector during equiaoctial periods. Firstly, during the

early evening (18.9 LT) a smooth type of depletion occurs with over 80% probability of observation.
This feature is aligned parallel to the magnetic equator and is probably related to the equatorial
fountain effect and general F-region dynamics. Secondly, we have seen irregular depletions later in

the evening (19.6h-2!.9h) which a-e the topside signature of spread-F. Their lotal probability of
occurrence increases from - 20% at 19.6h to - 60% at 21.9h. The association of these later deple-
tions with a threshold of topside density and the expansion of their longitudinal distribution into
regions of higher magneti" field as the night progresses indicates that spread-F occurs during condi-
tions of a rising ionosphere and/or eastward electric field.

INTRODUCTION

In this study we present an analysis of irregular ion density "biteouts" observed in density pro-

files from evening equatorial passes of tiSP-F2 and F4 at 840 km. We presume, and our data supports,
their identification as the topside signature of field aligned depletion regions, or "bubbles", asso-

ciated with spreae-F, which have percolated through the F-region peak from the bottomsido. McClure
et al., (1977) has observed an average vertical drift speed of 150 m/s in bubbles near the F-oeak.
Such irregularities have been studied using a variety of in situ and remote techniques.

Direct measurements of plasma density biteouts have been made in the bottomside (Keliey et al.,
1976), near the F-region peak (McClure et &l., 1977; Basu et al., 1976) and in the topside (Dyson and

Benson, 1978; Burke et al, 1979 a,b, 1980), while remoZe measurements have been made using radar
backscatter (Woodman and LaHoz, 1976) and scintillations of radio signals. It should be me. tioned
although such bubbles are capable of producing o~served equatorial radio scintillations, it is not
clear that they are the only source (Basu et al., 1976), McClure et al., (1977).

A recent review by Fejer and Kelley (1980) suggests that there is a growing consensus that
* spread-F begins in the bottomaide of the F-layer as a collisional, Rayieigh-Taylor instability. For

spread-F bubbles to percolate higher than the F-peak the Rayleigh-Taylor mechanism must evolve into

the non-linear regime (Scannapeico and Osakow, 1976; Ossakow et al., 1979; Ott, t978). Recent num-
erical simulations by Anderson and Hae-endel (1979) and Ossakow et al., (1979 have stressed the

* roles of post sunset eastward electric fields, the height of the initial disturbance and the height

of the F peak in determining whether bottomside depletions can rise into the topside layer.

The longitudinal variability of equatorial F-region irregularities at altitudes > 400 km were
studied by Basu et al., (1976N using measurements from the OCO 6 satellite. Their study showed that
the frequency of occurrence for Irregularities capable of producing > 4.5 db scidtillations was grea-
ter than 60% w:thin the 95*W to 20*E longitude sector. A secondary maximum of 

4
04 occurrence was

found over the central Pacific. That is, large-amplitude irregularities are more apt to be found
in the American-Atlantic and central Pacific sectors than in the Asian sector. A similar longitudinal
distribution of spread-F plusma bubbles was observed by means of ISIS I instrumentation in the topside
ionosphere (Burke et al., 1979a). Simultaneous measurements by the topside rounder on ISIS show that

the plasma depletions extend along entire tubes of magnetic flux (Dyson and Benson, 1978). Both the
OGO 6 and the ISIS I results were obtained in the evening sector, under magnetically quiet conditions

jduring the November, 1969 to January 1970 period. Burke et al., (1980) using measurements from the
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UESP/F2 satellite found 10 examples of spread-F at an altitude of 840 km near 0700 LT during the mag-
netic storm of September, 197. Most of the examples were found in the Central Pacific and American
longitudinal sectors.

The global distribution of quiet-time F-layer irregularities has a seasonal dependence 4haL has
been reviewed by Aarons (1977). At Huancayo, Peru the percentage of occurrence for 137 MHz scintil-
lation indices of > 60 has a broad maximum during the summer (southern hemisphete) months. The per-
centage occurrence during winter months is nearly zero. A similar seasonal distribution was found at
Kwajalein in the central Pacific. In the Indian sector bottomside spread-F is largely independent of
season (R,. Rastogi, priv. comm., 1979). Finally, we note that the magnitude of the near sunset en-
hancement of the zonal electric field and the local time of its rrversal to its night-time westward
direction as measured at Jicamaica, Peru, shows both seasonal anti solar cyclic variations (Fejer et
al.; 1979). Near solar minimum the enhancement only appears near the equinoxes. It is present during
all seasons at solar maximum with the greatest (least) intensity and with the latebt (earliest) local
time of the reversal at the time of the summer (winter) solstice. These measurements, in conjunction
with scintillation frequencies at Huancayo (Aarons, 1977) indicate that zonal electric fields p. ay a
central role in the generation of intense spread-F.

This report extends the above mentioned global studies by presenting a large set of equatorial,
total ion density measurements from which we determine the longitudinal distribution of spread-F irre-
gularities reaching the topside ionosphere. The measurements were taken by means of instrumentation
on two EMSP (Defense Meteorological Satellite Program) satellites in the evening local time sector.
Effects due to magnetic activity and seasonal differences at northern and southern ends of field
lines were minimized by limiting ourselves to data taken during magnetically quiet periods within
+ 10 days of the five equinoxes between September 1977 and Sept-mber 1979.

The IMSP instrumentation Is Cescribed briefly in the section immediately following. In the ob-
servation section, several typical equatorial passes are used to illustrate the consiszency of density
profiles within longitudinal sectors. Such consistency implies a high degree of magnetic control.
Analysis of the distribution of spread-F leads to the conclusions that the longitudinal average pro-
bability of observing spread-F increases from z 20% at 19:30 LT to > 50% after 21:00 LT, and that the
longitudinal maximum shifts eastward from the Atlantic - African sector in the early evening to Asian
sector at later times. Additionally we find that the occurrence of spread-F is associated with the
crossing of a threshold of low latitude topside density the level of which depends in a complicated
way upon season, local time and/or magnetic activity. In the discussion section we relate the present
measurements to previously reported observations and theoretical results.

INSTRUMENTATION

tiaSP satellites are rhree-axis stabiiizee vehncles in sun-syncnronous, circular, pols: orbit at
an altitude of 840 kin. The IMSP/F2 (F4) satellite was launched in August 1977 (June, 1979) with an
ascending node at 0700 (1000) and descending node at 1900 (2200) LT. Because the F2 orbit is not in-
clined exactly at 98.7* it is subject to a slow piecessional motion toward later local times. The
precessional drift is - I hr local time per year. Thus, the data set covers approximately a three
hour swath in the post-sunset local time sector.

The ion detectors are planar RPA's (retarding potential analyzers) mounted on 0.75 m booms. Each
one has a gridded circular aperture of 2.54 cm diameter whizh is oriented normal to the motion of the
satellite. The sampling rate is 7 per second. A complete description of the inscrurentation and data
reduction is given by Smiddy et al., (1978).

OBSERVATIONS

Our data set consists of ion density measurements on 331 equatorial crossings by DMSP in the
evening sector. These passes are chosen to provide dense longitudinal coverage of six sequential
quiet days in each of five successive equinottial periods, as shown in Table 1. Of these, 172 show
depletions at or near the magnetic equator.

Phenomenologically, the 1977 data differs frem all the rest in that the depletions which occur
are smooth, and as we shall see, can not be idcntified with spread-F. General features of the 1977
and other data subsets are illuatrated in figures I and 2, respectively, where we compare density
measurements taken in narrow longitudinal bins, within + 30* Lat of the negnetic equator, on four
successive days. We note that the ion density signature shows a high degree of repeatability within
a given longitudinal bin, during a given equinox. Great differences are noted, on the other hand,
when comparing the data of 1977 to that of other periods, or when comparing the rasults form diffe-
rent longitudinal bins, even on the same day. A high degree of magnetic control has also bean found
in quiet time morningside measurements by DMSP (Burke et al., 197%).
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LOCAL TOTAL DFPL. %
FIG PERIOD TIME PASSES PASSES DEPI.

3 1977, Sept. 4-9 18.9 68 56 8n
4a 1978, March 23-27 19.6 62 12 19%
4b 1978, Sept. 13-18 20.0 60 20 33%
4c 1979, Harch 11-15 2C.6 39 25 64%
Qd 1979, Sept. 12-17 21.5 56 32 57%
4e 1979, Sept. 12-17 21.9 46 27 59%

TABLE 1: TOTAL DEPLETION UCCUPRENCE

6MARC 78-F2 MARCH 78-f2
SFPT 77-FZ SEPT.T? -F2 LONG 78-F2 LONG 2 -1"

LONG a26. LONGS OW06 LONGBE- 55 LNG-

7 a 26

6 GEOMAGN~ETIC LATITUDE

S GEOMAGNETIC LATITUDE 23 GOANTCLTTD

Fig. 1. Sept. 1977 ion density data from Fig. 2. March 1978 ion density da.:a
1D SP-F2 at 18.9 LT in two longitude bins from I]MSP-F2 at 20.00H LT in two longi-
or four successive days. tude bins on four successive days.

The two sets of examples given in Figure I illustrate the general features of the September 1977
data subset. At longitudes near -26%, the ion density has a fairly uniform level of - 0.7xi0

5 
between

+ 25' and -25o magnetic latitude except for a relatively smooth depletion near the magnetic equator.

Near 1010 longitude, on the other hand, the density riser slowl• from - 0.5x10
5 

at + 30' to - 0.9x'o05
at + 15° magnetic latitude. It then rises abruptly to - 2.Oxl0• near the magnetic equator, and final-
"ly exhibits a smooth but narrow depletion at the equator. The smooth depletions were found in 82%
of September 1977 passes, but in none of the 263 passes from the other equinoctial periods. In
Figure 3, the symbols "X" and " 0 " denote the presence or absence of the equatorial depletion. Each
symbols position on the graph indicates the Inngit-de of equatorial crossing and peak low-latitude
density on that pass. The depletions occur at all longitudes but have a slight minimum in the
American-Pacific 2ector - 64% probability compared to - 100% probability in the African-Asian sector.
Their occurrence is unrelated to peak density.

10 ' * I & ] I

X • o

F . r SEPT.77-F2

W 5[.-180I -1200 -60" 0* 60* 120* 180*
LO0NGITUDE

Fig. 3. Equatorial peak deasity vs. longitude for DHSP-F2 during Sept. 1977.
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Anticipating our discussion below several comments may be made: (1) the equatorial depletions
shown in Figure 1 are not examples of spread-F (2) The depletions are similar in morphology to those

. found during quiet times at the equator near 0700 LT (Burke et al., 1979b). They are most likely
indicative of general near-sunset topside dynamics (3) No example of spread-F appears in the September
1977 data.

Measurements plotted in Figure 2, taken from March 1978, illustrate the two characteristics lati-
tudinal profiles of density found in the four other equinoctial periods. Both types of profile are
characterized by density maxima near the magnetic equator. The examples from the -55* longitude sec-
tor show smooth variations in density while those from the -1 sector show sharp irregular biteouts.
It is seen that more than one biteout can be encountered during a single pass. These biteouts are
spread-F bubbles that have reached an altitude of 840 kv in the topside ionosphere. Finally, we note
that the maximum density found in the longitudinal sector W

4
th spread-F biteouts exceeds that in the

sector where they dre absent.

Figure 4 is a plot of the maximum densities measured by DMSP during the last four equinoxes as
functions of longitude. Data plotted in the top four panels come from F2 while those in the bottom
panel are from F4. Recall t

t
'a F2 precesses from 19.6 LT in March, 1978 to 21.5 LT in September

1979. F4 was at 21.9 LT. The symbols "+" and " 0 " indieate whether or not at least one biteout
was encountered. Several impressions may be gain• i froia a cursory study of the distribution of
points. (1) The frequency of occurrence for encountering spread-F increases from 19% at 19.6 LT to
>50% in the 21-22 local time sector. (2) In any given equinoctial period spread-F appears most
frequently in the high density portion of the distribution of points. (3) At early local times
(March and September, 1978) the examples of spread-F are narrowly distributed about 0' longitude.

i The distribution first broadens then shifts eastward at later local times. Although an impression
of an eastward shift could result from the data gap in F4 data between -150' and -45O, we note also
that spread-F was not encountered frequently in this longitude sector by F2 during September, 1979.
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Fig. 4. Equatorial peak density vs. longitude during the late evening. Symbols "+"
and - " represent cases with and without spread-F, respectively. Data are presented
in order of increasing local time (19.6, 20.05, 20.6, 21.5 and 21.9).
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Fig. 5. Density distribution of passes with spread-F (right of dividing line)
and without spread-F for each of the five data sets displayed in Fig. 4.

To better appreciate the second impression gained from Figure 4 we leave replotted densities mea-sured in each equinox period irrespective of longitude (Figure 5). Data points plotted to the right(left) of the various separation lines indicate densities when spread-F was (was not) detected. InMarch and September. 1978 when the orbit jas at relatively early local times, there is a sharp turn--onin densitie3 belnw which spread-F is not obser-ed. At later local times, the distribution of densi-ties with and without spread-F become more comparable. However, both in March and September, 1979the iverage values of densities when spread-F was present exceed those when it was absent.

For reasons that are not understood, Figure 5 clearly shows that topside densities in March aresIgnificantly greater than those in September. This does not seem to be a simple local time effect.SThe densities measured in September nf IQ79 .,A 1070 at three dib~incL iocal times are comparable.A.so, the densities in March 1978 (19.6 LT) are less than those in March 1979 (20.6 LT). Figure I

of Fejart al., 1979 shows that at the equinox the zonal electric field reverses direction between19.0 and 19,5 LT, Thus, during equinoctidl periods tile density at 840 km would be expected to de-
crease after i9.5 LT when the F-layer as e whole moves downward.

To simplify our perception of the longitudinal distribution of topside spread-F bubbles, we havegrouped their occurrence in bins of 600 width in Figure 6. As an aid to interpretation we have alsoplotted in the bottom two panels, the magnetic field strength at 350 km, the altitude appropriate tospread'-F origin, and the magnetic declination at 840 km, thp orbital altitude where the angle ofcrossing field lines may be important. As discussed below, the 98.7° orbital tnclination providessome gcometrical bias favoring observations of the field-aligned features of spread-F in regions of
weqtwaru declinaticn.

Follofing the data sequence from the top to the bottom panel we note that in the 19.6-20.0 LTrector the spread-F bubbles are almost exclusively limited to the American to African longitude sec-tors. During March 1979, near 20.6 LT spread-F observations are uniformly distributed in longitude.In the post 2100 LT sector there is a definite shift to the east so that spread-F is most freq..entlyseen it Asian longitudes. The significance of these distributions for global aodels of equatorial
spread-F is discussed in the fo]I½-4ing sections.

DISCUSSION

Smooth depletions near the magnetic equator have been previously observed in the morning on EMSPF2 (Burke et al., 1979b) and Aiouette (Goldberg et al., 1964) as well as in the evening on OGO-6(Hanson and Sanatanl, 1973; McClure and Hanson, 19737 The Alouette observations, at altitudes be-tween 440 and 710 kin, and some of the QrO-6 observations show depletions of a much broader geographi-.zal extent, typically 2,J* latitade. Others such as that of orbits 2404 (McClure and Hanson, 1973) and2265 and 2266 (Hanson and Sanatini, 1973) on OGO-6 in the evening show the same extrrmely sharp gradi--
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ents seen in our September 1977 data set and in LOCAL
the morning on WSP (Burke et al., 1979b). The
current September 1977 data set data set and theII ,,
morning September 1977 quiet time data set of M 79-F2 1L6H
Burke et al., (1979b) display smooth depletions with
rates of occurrence of 82% and 100%, respectively. "
Although this type of depletion has been observed w
previously, it has not been seen with such high 0 82 2LOH
rates of occurrence, probably because it is very Zw
restricted in season and local time. . .

McClure and Hanson, (1973) and Hanson and 2 M.7-F2 206H
Sanatani, (1973) note that the minimum of the mea- 0

sured depletion occurs when the satellite is moving :L

tangent to the magnetic apex shell (Van Zandt et al., 0

1972), i.e., the field line which crosses the equator c S7942 215H

at the lowest altitude, rather then at the dip equa-
tor. Such a distincrion doet not exist on a constant
altitude satellite such as I].SP. Z S79-F4 21,91H

An examination of the ,Idth of smooth depletions
in our September, 1977 data set has shown that they
are narrowest when the satellite is moving perpendi-
cular to the equator, i.e., tangent to the magnetic "3
field. This fact, plus the closeness to the magnetic
equator of all the smooth depletions described in ( 30

this section, indicates that the measured depletions rn 25

are part of in equatorially aligned structure,
rather than a field-aligned structure, as usually 0 ORBIT
presumed for spread-F. 0

10-A FIELD
The broader depletions observed by Alouette -J 2-0'

have been representJ by the analytic solutions t 30

of Goldberg et al., (1964) for a specified equato- so -1*0 O 1O

rial density as boundary condition, without ExB LONGITUDE
drift. McClure and Hanson, (1973) and Hanson and
Sanatani. (1973) used A similar model of field- Fil. 6. Loneitudlnal distributrion
aligned transport but point out the experimental of spread-F occurrence in 60* longi-
evidence for a vertical ExB drift. They explain tudinal bins for the five data sets.
the sharp equatorial depletions seen )y OGO-6 in The magnetic field strength and de-
terms of the bottomside of the F-layer h3ving been clination are given in the bottom

lifted above the satellite orbit at the equator. -wo Irames.

Vertical scale heights of 1/3 km at the equator have been derived by Hanson and Sanatani, 1973
using a diffusive equilibrium distribution parallel to each field line. This very steep gradient is
probably unrtable too and therefore, limited by the production of drift waves (Kadomtsev, 1963).

Although the smooth depletions seen in our data set appear morphologically similar to those of

Hanson and Sanatani (1973), their greater Pltitude makes an explanation in terms of a lifted bottom-
side unlikely. Vertical drift both across and along magnetic field lines (Burke et al., 1979b) may
both occur, and this type of feature deserves mt.zh further study.

Previous in situ studies of equatorial spread-F in the evening hr-ve been less extensive or less
seasonally selectlve than the current study, as tabulated below. In spite of differences, which
w4il be detailed below, all the studies found irregularities near the Atlantic sector, although the
maximum could be displaced in either direction.

Despite similarities, there were significant differences. Both the OGO-6 (Bash et al., 1976)
and the INTERCOSMOS-2 (Kutiev et al., 1976) study showed a heavier preponderance of irregularities
in the American Atlantic sector (0O-90°W) while the ISIS stud) (Burke et al., 1979c) and the current
study showed a shift to the Atlantic-African sector (40*W to 40*E). The current study also shows a
strong secondary maximum in total distribution over Asia, i.e., 100-150' E. reflecting the later
evening part of the data, which is not shown by the other studies. Also the mini--um of our longitu-
dinal distribution occurs over the central Pacific, near 180%, which is the 2ocation of the secondary
maximum of occurrence observed by Basu et al., (1976).
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SATELLITE AOTHO0 74-M S.T

OGO-6 Basu et al., 1976 250 PASSES. NOV--DYC, ';69-1970
INTFP4OSMOS-2 Kutiev et al., 1976 44 PASSES, :'NrtPF <IFIED SEP.SCN
L1 SIS-, Burke j't al., 1979a 300 MOSES. ENTIRE YEA1

D S- FI, F4 Pr 'swnt Study 33 I tA,-ER, 1977-1979, EQ171NO-I

TABLE 2: PllE'I0US IN SITU )TUDIM3

It chould be noted that the orbital 1.-intiou )f TASP and the declination of the magnetic
field may combine to produce a geor.itricaL bias in our observed global dlstribution of sp.-ead-F. I;4
tht. eve,'ing sector r*4SP satelli.-•s zrss the geographic equator at an angLe of 8.7° to the west of
south. Thus, orbitr ctiss relatvcely wide swaths of magnetic 'ougitude ia regions, 5uch as the Atlan-
tic, where decllnatlon is westvard. In regions of eastward declination, such as the ?acific, otbits
lie close (c mLgnetic meridia i. Since spread-F bubbles are field-El gned, they are ucýe apt t) be
observed in regtoaa u! -. 'a;ward declinatior "giere more flux tubes are being sampled. Satellites
such as 0GO ' , iiclixi;tion - 82°) ouIld 'iave different biases in this regard.

Our study Is also cnique among the in-situ studies in that it tra.cee the development of the lon-
gitudinal distribution as a function if local time, as shown in Figure 6. There hare, however, been
local time distribution studies of the related phenomeron of radiD scintillations (Aarons, 1175)
which hav. shown similar increases of totil ocorrence frequency, duzfng the evening, betwecn 19.5
and 2200 LT.

The slcw migration of the longitudinal distribution eastward with late.- loca: times is consis-
ten~t with a picture in which the bubbles are ri#'irg with a velocity d.xtermined fly the drift speed
(Ossr-kow and Chaterveedi, 1978)

where c is the speed of light g is the acceleration o. gravity, v the ion-neutral collision fre-
quency, E0 the ambient electric field just outside the bubble,, B the g(._magnetic field and A NiN
is the fractional depletion of the bubble relative to the ezbi~nt ion densi:y. Tberefore tI:e drift
is slower in regions of higher magnetic field, Jtbra consequ'ntl:" the bubbles appeLr later. That
the bubbles are indeed rising is also con-ir'.d by the develop-ment of the altitute distribution as a
function of local t'me, woxch hes been bnown to posess a rising upper envclope (Burke et a3 ., 1979a)
Perhaps the most direct indication of th, rise of F-regloa plasma buables is provided by simultaneous
velocity and density measurements aLoerd AE-C (McClur. at %1., 1977). A study remain,; to be done of
calculated equatorial height-env#l~pe vs. local time. asin-, the -uvrent data.

The association of spre. d-F with a r081p&g ionosphere has also been investigated using bottoms-de
ionosonde data (Rao, 1966). Seasonal differences were shown to exist be.ween solstice and equinox
data but vernal-auttumnal differences 4e'3 not investigated. In any one season, during all local times
which Rao, (1966) investigated, .'vwever, and at both Kodaikanal and Huancayo, 3pread-F was associated
with higher values of h'F, (the mini-vm virtual height of tha F-region). The equir.,ctial value of
the threshold for this parameter was about 400 sm at both stations.

Although the mean value of topside density, and the mean valu'ý of h'F seen on nights with spread-
F are both higher, at all local times, than the mean values on nights Fithout, the sharpness of the
threshold is reduced at later local times, as oý,served with both kinds of datA. This is to be ex-
pected as the rising bubble aither elongates itself itto a vertical sheet or trails a plume of smal-
ler scale irregularitieQ behind it (eiley eat al., 1976) at later times. The elongation or pluming
effect is also reflected In an increase of total frequ-ncy of occurrence at later iocal times as
shown in Table 1. In short, an irregularity detected at earlier times is more lik.dly to be near the
top of a rising bubb3les while one detected later could be either near the top of a rising growing bub-
ble, or in the vertical sheet or decaying wake behind an older bubble The as=ual level of the obser-
ved threshold may depend not only on local time and magneuic conditions, bit upon season. solar acti-
vity and solar cycle as well (Basu, priv. comm., 1581).
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CONCLUSION

We have shown that two types of depletio~ns are present in evening equatorial ion density measure-
ments. The first is a smooth depletion aligned closely along the magnetic equator which reflects
the overall dyiiamics of the F-region. The second is an irr'agular field-aligned depletion which is
the topside sienature of spread-F. The occurrence of the latter depletions is as- ciated with an ern-
hancement of peak density on neighboring field lines. This association is consistent with the pro-
duction of spread-F by a rising ionosphere, The threshold of topside density for spread-F appears to
depend on season, solar activity, soiar cycle, local time and magnetic conditions in some as yet
unexplained war. The longitudinil distribution of the spread-F appears to migrate to regions of
higher magnet~c field at later iocal times in a way consistent again with a picture of rising bubbles
of depleted plusma . Finally, both the topside density and spread-F occurrenc~e exhibit a longitudinal
repeatab~Ility which indicates a detailed control by the magnetic field of the earth.
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REMOTE DETECTION OF THE MAXIMUM ALTITUDE OF EQUATORIAL IONOSPHERIC PLASMA B-IBBLES

Robert F. Bea.son
Laboratory for Planetary Atmospheres

Goddard Space Flight Center
Greenbelt, MD 20771

ABSTRACT

The topside sounders on the Alouette 2 and the ISIS I sateilites have been previously nsed to
demonstrate the field-aligned nature of equatorial ionospheric plasma bubbles (Dyson and Henson,
Cteophys 'es. Lett., 5, 795-798, 1978). The present work is based on an investigation of nearly
200 post-sunset low altitude passes of these satellites near the dip equator in order to determin:
maximum bubble altitudes. These maximum altitudes are determined by calculating the apex altitude
of the magnetic field line passing through the satellite when it is immersed in a bubble. Such
calculations are performed only when ionospheric echoes are observed from the co'.jugate
hemisphere. These echoes result from ducted HF Rounder signals which are guided along field-
aligned irregularitie2s within the plasma depletion (bubble). The maximum bubble altitudes (which

correspond to three longitude sectors centered or, 00, 75
0

W and 105
0
E) often exceed 1000 km but

seldom 3000 km. They can exceed 2000 km in the early evening as well as after Lidnight. Events
at such high altitud2s are only observed in the American longitude sector. Most bubbles are
observed between 20 and 02 hours local time. The electron density depletions within these field-
aligned bubbles, as measured at the point of satellite encounter in the topside ionosphere, are
generally lpso than a factor of 2 but can exceed a factor of 10.

INTRODUCTION

There are several lines of experimental evidence which indicate that large electron density
N depletions in the equatorial ionosphere, commonly celled equatorial bubbles, are distributed
saong the direction of the earth's magnetic field B. Airborne investigations utilizing a
comblnat.on of radio and optical techniques revealed large scale regions of decreased airglow
intensity whiih have beer interpreted as the bottomside signature of field-aligned cquatoriai
pla-;ma bubbles [Buchau et al., 1978; Weber et al., 1978; Weber et al., 1980]. The tield aligned
nature of these bubbles in -he topside ionosphere was confirmed by the reception of ducted HF
echoes fro. the conjuga-e hetisphere by the ISIS 1 topside sounder satellite when it wrs immersed
in a region of locally depleted electron density [Dyson and Benson, 1978]. The field alignment of
equatorial plasma bubbles in the topside ionosphere was also indicated by the plasma density probe
on the polar orbiting ESRO-4 satellite where 21 near-conj.'gate pairs of plasma density depletions
were identified (Heron and Dorling, 1979!. Additional evidence comes from models of guided
propagation inside equatorial plasma bubbles which cqn explain VHF transequatorial propagation
during the evening hours (Heron and McNamara, 1979; Heron, 1980]. Observations with the fully-
steerable high-power ALTAIR radar on the Kwajalein Atoll in the Marshall Islands have provided
further ingight into the characteristics of magnetic field-aligned equatorial plasma bubbles
[Tsunada, 1980bJ. The correlation of poleward propagating patches of 6300A airglow disturbances
with the occurrence of spread F on bottomside ionograms has been interpreted by Sobral et al.
[1980] as evidence of the vertical motion of field-.ligned plasma bubbles over the magnetic
equator.
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Topside sounders can provide a wealth of information pertaining to equatorial plasma bubbles
in addition to thei field-aligned nature. Dyson and Benson 1978] where able to determine the Ne
distribution along f, to infer ion composition changes along within the duct associated with the
bubble, and to detect bubble asymmetrids with respect to the magnetic equator. These conclusions
were based on in-situ observations, i.e., obtained when the ISIS I sounder was immersed within a
bubble. Muldrew [1980b) conducted a statistical investigation, based on the remote detection of
bubblts from aspect sensitive scatter spread F signal returns, using data from the Alouette I
topside sounder. ThIn investigation determined the occurrence frequency of bubbles as a function
of local timE and longitude, the height dependence with local time, and typical bubble
dimensions. Muldrew [1980a] conducted a statistical investigation on the occurrence of ducted
echoes as observed by the ISIS 2 sounder. The results were presented as a function of L ,alue and
Locil time and were related to the study of equatorial bubbles. He concluded that ducts
with L < 1.2 are associated with equatorial bubbles whereas those with L > 1.2 are not. The
importance of topside sounder data in the study of the highly disturbed nighttime equatorial
ionosph-re was recently emphasized by the recording of ISIS data during the "Wideband Equatorial"
Defence Nuclear Agency campaigas at the Kwajalein Missile Range during the summers of 1977 and
1978 [Fulks, 1980]. Spread F signatures, characteristic of the initial phase of equatorial
plumes, were found to occur most often on a particular 7, shell (L - 1.12). These remote spread F
returns were found to be different from those observed at other times and locations and were
considered to be possibly related to equvtorlal bubbles.

The present work is based on in-situ topside sounder bubble encounters. A bubble encounter
is determined by the presence of a local spread F cloud plus ducted echoes from the conjugate
hemisphere. A threshold level for the Ne depletion was not used as a criterion for a bubble
encounter since one of the goals of the investigation was to determine the altitude where the
density perturbation was essentially zero. The presence of local spread F was required in order
to rule out the frequently occurring ducts which are observed independent of Local spread F and
are not considered to be associated with bubbles, e.g., see ligure 1 of Muldrew [1963]. The
conjugate echo requirement was necessary in order to infer the maximum altitude of the field
aligned density structure by determining the apex alticude of the associated mwgnetiL field
line. This maximum altitude will be presented as a function of local time. In addition, the Ne
perturbation at the bubble encounter will be determined and will be related to tie maximum
altitude.

OBSERVATIONS

Anatomy of an event. Thc criteria used by Dyson and Benson [1978] for recognizing a bubble
encournter veere the presence of conjugate ducted echoes within an electron density depletion. A
crltical sigiature was the combination of ducted echoes from the local and coujogat. hemispheos
to form an epsilon shaped signal return on the iotiogram. In the present investigation the
encounter criteria were the presence of in-situ spread F and ducted echoes trom the conjugate

hemisphere. The combination of d,'cted echoes to corm an c signature was usually present but was
sot required if a definite conjugate ducted echo could be identified. Simi'ar'y, a depletion in
Ne was observed but was not required.

An example of an equatorial plasma bubble ecounter by the ISIS ' sounder Is presented in
Figure 1. On the left are portions of 6 ionograms; on the right are relevant orbital parameters,
Ne along the satellite tra:k ane a schematic ilosetratiov to depict the possible structure
encountered by the satellite. Key ionogram features are identified above ionogram a (H, 2H, 3H,
etc., for the resonances at the electron cyclotron frequency fH and its harmonics, N for the
resonance at the plasma frequency fN, and X for the extraordinary wave cutoff frequeucy fx).
lonogram a reveals intense local spread F. No vertical (or ducted) ionoseheric reflection :races
are apparent even though the lack of interfering rignals below about 9 MHz from grouad-based
transmitters indicates that an tonosphere capable of considerable ionospheric shielding existed
below the satellite. This lack of echoer is attributed to extremely efficient scattering by the
fiald-aligned Ne irregularities in the vicinity of the sat-!lite which give Use to the local
spread F. lonograms b-e reveal ducted echoes, with varying amounts of spread F, from both the
near and conjugate hemispheres. The near echo extends up to fx. The conjugate echo also atarts

at fx but at a vi:tual range of several thousand kilometers which initially decreases as the
s-•under frequency increases. Again, local spread F !s present and vertical echoes are not
observed on these ionograms. Vertical echoes are observed on ionogram f from both the ordinary
and extraordinary waves down to the point whei._ the (sow remote) spread F cloud is encountered and
a portion of a weak vertical echo is observed between 5 and 6 MHz, i.e., on the high frequency
side of the spread F cloud. T"a ionogram between e rnd f (which is not shown) was similar to f
but the virtual range to the spread F c.loue wrs ]^ - (200 km LC the lMw frequency edge) and no

vertical echo was observed at frequencies beyc..u the spread F cloud maximum frequency. The
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Fig-are 1. Ionograma. recorded during an equatorial plasma bubble encounter by ISIS I (left),
the electron density Ne along the satellite orbit as determined from these lonograrns (lower
right), pertinent orbital parameters (center right) and a schomatic representation of the
satellite's path through thc. top portion of the depleted region (top right).
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strength of the ducted signals on b-e indicates the efficiency of wave ducting from an in-situsounder. Similarly, the lack of vertical echoes on these same ionograms (even though ionosphericshielding implies the presence of a reflective ionosphere below the satellite) indicates the"difficulty of transmitttng signals across the field-aligned irreult.rities responsible for the
spread F.

The electron density values plottcei in the lower right of Figure I were determirad fromther (or both) fN or fx together with f. The values for each ionogram are connected with adashed line and an estimate of the undisturbed background electron density (Ne)o by a dottedline. In this event the maximum electron density depletion, expressed in terms of the ratio
'• i(Ne)o/Ne, was 1.5. the N. structure shown in this figure reveals only the tip of the iceberg of

density fluctuations since the sample points are spaced several hundred kilometers apart. An

inspection of the ISIS 1 cylindrical electrostatic probe data for events such as this one revealsintense Ne fluctuations over scale lengths of tena of kilometers. The irregularities responsiblefor the ducted echoes on ionograms b-e correspond to an even smaller scale, i.e., Ne fluctuationsof the order of a few percent over a distance of a few kilometers [Muldrew, 1963]. Thus it is notthe "large" depletion of a factor of 1.5 that is responsible for the ducted echoes, rather it isthe superimposed small scale structure. This point was Ils, stressed by Dyson and Benson [19781based on a consideration of the wide lateral extent of the large scale structure.

£he schematic on the right hand side of Figure I illustrates that the satellite makes anearly longitudinal pass through the top edge of the bubble. Because of the intense scattering,and the resulting lack of vertical echoes, very little information is available concerning thelower regions of the bubble. If the upper boundary is assumed to be relatively smoothlydistributed along a magnetic field line and if errors in the magnetic fieli model are neglected,then the ciange in L value from the boundary encounter at ionogram a to the boundary encounterafter ionogram e would imply a large upward component of vertical motion (5G0 m/sec). It isdifficult to place much confidence on such an interpretation, however, since there is someevidence that the upper boundary may not be so well defined. In contrast to the relatively welldefined boundary south of the dip equator, the ionograms recorded prior to the northern boundarycrossing indicated a more complicated situation. While none of these ionograms revealed ductedechoes, some recorded remote spread F, soma were engulfed in in-situ spread F and many werepartially obscured by data drop-outs of the type discussed by Dyson and Benson [1978] inconnection with their Figure 2. Thus the ISIS 1 sounder may have encountered the boundary at atime prior to the recording of ionogram a due to tcraporal and/or spatial variations in the bubblephenomena, Such an earlier crossing would correspond to a higher L value (than for ionogram a)which would reduce the deduced upward component of velocity. The subject of upward bubblevelocity will be considered further in the next section based on the evaluation of a number ofevents to determine the distribution of the maximum bubble altitude with local time.
The field-aligned ducts associated with the event of Figure 1 show evidence of being

asymmetrical with respect to •he dip equator. Evidence for such a condition was also presented byDyson and Benson [1978]. Tonogram c in Figure 1 is very similar to their Figure 5 in that theducted conjugate hemisphere echo extends to a higher frequency than the ducted echo in thehemisphere of the satellite. In addition, the two ducsed echoes merge to the same virtual rangeon ionogram d whereas the dip equator Is crossed more than 100 km farther along in the orbit(closer to the recording of ionogram e). These ob_crvations suggest that at a given altitude thedensity was greater south of the dip equator than north of the dip equator during this ev_
Statistical results. Nearly 200 Alouette 2 and ISIS I satellite passes over the dip equatorfrom 1968-1971 in 3 longitude sectors were inspected for the presence of equatorial plasmabubbles. The geigraphic latitudes and longitudes of the dip equator crossings for the satelliteorbits used in tlis study are presented in Figure 2. The data were selected so as to have a lowalt.tude (( 1500 km) at the dip equator in the local time range from (approximatelyý sunset tosunrise. These constraints resulted in the drta being primarily (80%) from ISIS i. The satellitealtitudes over the dip equator are plotted against the longitudes of the dip equator crossings inFigure 3. The satellite altitudes and longitudes at the dip equator crossings are plotted against

local time in Figures 4 and 5, respectively. In Figures 3, 4, and 5 the open circles denotesatellite passes where an equatorial bubble was encountered. From Figure 5 it is seen thatbubbles were encountered more frequently in the African sector than in the American or Asiansectorq. After discounting the orbits corresponding to local times prior to 18 hours in theAmerican sector, so that the 3 data sets will correspona to approximately the same local timeinterval, bubbles were only encountered on about 9% of the passet over the American sector and 7%of the passes over the Asian sector whereas they were encountered on 20% of the passes over the
African sector.
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The dip latitudes and altitudes of the actual bubble encounters are plotted against local
time in Figures 6 and 7. The longitudes of the bubble encounters are not presented here in this
fashion because they are approximately the same as ,he longitudes of the dip equator crossings of
the satellite as given in Figure 5 by the open circles. When several ionograma contain the
signature of a bubble encounter, i.e., local spread F together with ducted conjugate echoes, the
time corresponding to the ionogram recorded farthest from the dip equator was used to record the
location in Figures 6 and 7. The event of Figure 1, for example, was identified by the time and
position information of ionogram b. This procedure was used in order to tag the ducting path
corresponding to the maximum altitude wfthin the bubble structure at the lip equator. This
maximum altitude hmax was calculated from the expressit h - (R% + h)/cos 0 - R., based on amat

dipole field line, where 0 is the dip latitude from Figure 6,m is t e altitude from Figure 7 and
RE is the ladius of the earth. A presentation of hmax vs. local time is given in Figure 8.

Figures 6, 7, and 8 indicate that while most events (J0%) ocurred between 2000 and 0200
local time, a few stragglers occutred near sunrise; while most events (80%) were encountered
within 70 of the dip equator, some were observed as far as 300 from the dip equator; while most
events (80%) were encountered at altitudes below 1100 km, some were encountered up to thi maximum

altitude sampled in this study (see Figure 4 also); and while most of the projected maximtm bubble
altitudes at the dip equator (70%) were <1100 km, values as high as 3500 km were obtainel. These
high values of hmax were obtained before local midnight as well as after midnight.

The density depletion within the bubble structure, as measured by the electron density ratio
(Ne)o/Ne, is plotted against hmax in Figure 9. Most of the depletions (80%) have (Ne)o/Ne ý 2.
Larger depletions were only observed at lower projected maximum aititudes (huax 900 kin), with
the largest depletion (11.5) occurring at the lowest projected altitude (hma, 580 km). The
bubbles with h

1
max Z 1100 km had (Ne)o/Ne < 1.2, except for the highest bubble (near 05 hours local

time) where (Ne)o/Ne = 1.7, and were observed in the -75° longitude sector.

DISCUSSION

One of the most striking features in connection with the ionograms presented in Figure 1 is
the intense scattering of radio signals associated with the bubble structure. The in-situ
encounter indicates that the scattering is due to irregularities throughout the bubble rather than
to irregularities confined to surface features. Such irregularities, which are maintained for
thousands of kilometers along 1, are able to -jpport the ducted propagation so evident in Figure 1
and first reported by Dyson and Benson (1978] in connection with equatorial plasma bubbles.
Scattering throughout the bubble volume was assumed by Muldrew [1990b)] in his investigation of
bubbles observed in the Alouette 1 topside sounder data. He concluded that the cross sectional
dimension of a typical field-aligned bubble observed in the 700 to 800 km altitude range was about
60 km. In a ground-based investigatior using the Altair incoherent scatter radar, Tsunoda [1980al
concluded that scattering of signals from field-aligned irregularities took place over an altitude
range of the order of 100 km associated with a topside bubble (with similar dimensions) just above
the F peak. The present ISIS I results indicate that the dimensions of hiuh altitude field-
aligned bubbles (h > 1000 km) are several hundred kilometers in cross section. This conclusion
follows from an inspection of ioncgram f in Figure 1 (and later ionograms not reproduced here)
where the cloud like scatter signature is observed at a remote locaticn and thus at higher
frequencies (relative to fx) where the differenor between virtual range and true range becomes
less important. These large field-aligned scattering volumes, high in the equatorial topside
ionosphere, are likely to be a major factor in the commonly observed [e.g., Basu et al. 19801
intense VHF and gigahetrz equatorial scintillation. This scintillýtion is much more intense than
that caused by ionization irregularities in eith.r the bottumside of the equatorial ionosphere or
the auroral zone [Kelley et al.. 1980].

The observation that most bubbles occur between 20fo and 0200 local time (see Figures 6, /,
and 8) agrees with the Alouette 1 results of Muldrew 11980b]. The greatest frequency of
occutrence of bubbles over the African ..ector and the least frequency of occurrence over the Asian
sector (see Figure 5) is also consistent with his results. The present study, however, finds the
freqi.ency uf occurrence in the American sector to be closer to the results obtained for the Asian
sector rather than to the African sector as found by Muldrew. One must keep in mind the different
selection criteria used in these two bubble studies based on topside sounder data. The
requirement of in-situ bubble encounters in the present investigation would rule out most of
Muldrew's events which included remote bubbles.

The topside sounder technique, however, will detect more in-situ bubbles than probe
techniques due to the efficiency with which s'ight field-aligned electron density depletions can
be detected by mea.s of the teception of ducted echoes. indeed, 80% of the bubbles detected in
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the present study (Figure 9) would probably not have been detected in probe investigations such as
those o' Burke et al. [1979, 1980] where depletions are not considered unless (N ) IN > 2. The
,results of Figure 1 indicate how much more common small depletions are in the topsi~e •onosphere
than large depletions. In contrast to the situation often encountered in the vicinity of the F
peak, where plasma depletions of several orders of magnitude can be observed [e.g., see Brinton et
al., 1975; McClure Pt al.. 1977], depletions of an order-of-magnitude are rare well into the
topside ionosphere (see Figure 9). Similar results have been obtained from ion density
measurements using the ISIS 1 spherical electrostatic analyzer wher. high altitude depletions were
found to range from a factor of 2 to 8 [Burke, et al. 1979].

The distribution of projected maximum bubble altitudes at the dip equator with local time
(Figure 8) has important implications for the concept of rising bubbles of depleted ionospheric
plasma. This concept was initiated by the work of Kelley et al. [1976], Scannapie-o and Ossakow
(1976], and Woodman and La~oz [1976] in order to explain nighttime equatorial spread F. Since
these bubbles are formed in the lower F region after sunnet in this model, the observations of
bubbles prior to 2200 local time at altitudes above 2000 km are difficult to explain with
reasonable bubble rise velociites. Burke et al. [1979] obt'ined a bubble height distribution with
local time which did not include values at altitudes above 2000 km prior to 2400 hours and they
c!Aicd LI.a- observations in this space-time region would not be consistent with the rising bubble
mechanism. The two cases observed in this region in the present study had (N ) IN << 2 and ,uould
not have even blen detected in the investigation of Burke et al. [1979]. he possibility that
these high alt~tude bubbles with small electron density depletions (1.15 for the bubble
with hmax - 2900 km or L - 1.5 and 1.08 for the one with h - 2400 km or L - 1.4 in Figure 8)
are remnants from the previous day should be investigatedm•. C. Kelly, private communication,
1981]. Another possibility is that these high altitude events are not due to rising bubbles.
Hulcrew [1980n] has suggested that medium frcquency propagation ducts at altitudes corresponding
to L > 1.2 are formed i-i-situ and corotate with the earth. Muldrew attrib,;ces their formation to
field-aligned currents resulting from a mismatch of conjugate potentials an ".rs, proposed by Cole
[19711.

An important point concerning the high altitude bubbles (h mx 1100 kin) of Figure 8 is that
they all occur in the -750 longitude sector. This result is consistent with the DMSP and ISIS 1
observations of Burke et al. [1980] that topside plasma bubbles ar2 found more often in the
American longitude sector. They argued that tne reduced value for B in this region makes it
more likely for bubbles to rise well into the topside ionosphere. The present observations, which
determine the maximum altitude a bubble has reached at a given local time, are consistent with
this concept.
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AB3TRACT

The Global Positioning System (GPS) will ultimately include 18 to 24 satellites in 12-hour
orbits, such that et least four satellites are simultaneously visible from any point on the earth.
The satellites trdnsmit a 10.23-MHz code with a period of exactly one week for precise time-of-
arrival measurements. Tiie system operates at L-band to minimize ionospheric effects. Nunetheless,
an appropriately designed receiver can Doppler track and reconstruct the "comprersed" carrier with
adequate sensitivity to extract pbase scintillation data. The phase data can be processed to predict
the scintilleaion at lower freuuencies where the perturbations are much more severe. Thus, the
global ccverage of the GPS system can be exploited for scintillation monitoring.

A dual-frequency, Dopple.-tracking CPS receiver with a specially designed interface for scintJl-
lation measurementb has been developed. We shall present the preliminary results from operations at
the Pstific and Atlantic equatorial .tations and wJil discuss the potential of the GPS system for
global scintillation monitoring.

I INTRODUCTION

The Global Positionln, Syr em (CPS) w-ll ultimately consist of 18 to 24 satellites, each trans-
mitting a unique 7-day-lorg Pr.N Lode at a 10.23 MHz rate, together with orbital elements and time
marks from which a uspr can determine the satellite's position at the time of transmission (GPS time).
By simultaneously delay and Doppler tracking the signals from four satellites, users can determine
their position and veloc_,;y ii, real tire. (The fourth satellite is required to eliminate the user's
clock offset from 'PS time. The GPS constellation will be configured so that at least four satel-
lites are visible from any point on earth at all times (see "Navigation," Vol, 25, No. 2, 1978,
entire issue).

The signal proptgation time is given by the formula

16 2
NTI0l1 el/mi

d = P/c + 1.345 2 (1)-- -- -- [f(Gz)]2

~lere p is the range to the satellite, Na is the total electron content (TEC), and f is the frequency,
.u the units indicated the ionospheric delay is given in nanoseconds, i.e., the ionospheric delay is
1.345 ns per 1016 el/m

2 
at 1 GUm. The corresponding carrier phase perturbation in radians is

I ll -k ~ l16 lm2)
st ko 8.45 NT (101 el/in2 (2)

f(GHz)

253

I ,



where k = 2nf/c. Note that aside f-m a sign, Eq. (1) ic cbtained from Eq. (2, after dividing by 21Tf.

Typical ionospheric delay errors exceed several tens of nanoseconds, with correaponding Doppler
errors approaching 10 Pz. To eliminate these ionospheric biases, the GPS satellites transmit two
identically coded signals (L1 at 1575.42 MHz and L2 at 1227.6 MHz). The delay differ-nce

dx (1) d (2)

N 1.3452 N

1.35 (1 -( f2

= 0.35 NT (ns) (3)

isolates the ioaospheric term whereby it can be eliminated from Eq. (1). Similarly,

Sý 60(1) _ 60(2) (f/f1 )

NT 2T

=8.45 [ - (fl/f2)2]

"" = 1.184 NTI (rad) (4)

i-olates the ionospheric contribution to the inetantaneous pha-e. In both Eq. (3) and Eq. (4), NT
is measured in units of 1016 el/m

2 
and frequency is in gigahertz.

A commercially available GPS receiver provides a Td estimate every 1.5 s, with an rms error of
2 to 3 na From Eq. (3), therefore, absolute TEC measurements with an uncertainty ol less thin
1016 cl/m

2 
and a time resolution of one minute are readily obtained. The relative carrier phase can

be masured with an rms error between 0.1 and 0.2 radians. This is adequate to detect the presence
of weak amplitude scintillation at VH?, However, the performance can be considerably improved by
using a high-gain antenna.

With the exception of the region near the geomagnetic equator and possibly the polar cap, L-bandamnlitude scintillation is rarely observed. Extensive data from the Wideband Satellite ha-e shown,

however, that measurable L-band phase scinti. lation aiways accompanies UHF or even VHF amplitude
acin,.i1ation (Fremouw et al., 1979). It has also beer, shown that all the important parameters that
arc , ed to predict system performance (e.g., fade depth, coherence time, coherence bandwidth) can
be •mputed from L-band phase and amplitude scintillation data (Rino, 1979 a,b; Rino and Ocen, 1980;
Rino and Owen, 1981; Rino et al., 1981).

A state of the art, dual-channel GPS receiver can, therefore, provide TEC and scintillatlon data
that are useful for both scientific and engineerinz applications. Indeed, the global coverage of the
GPS constellation make it uniquely suited for near real time ionospheric forecasting. To demonstrate
these concepts, the Air Force Geophysics Laboratory (AFGL) had funded SRI International to procure a
dual-frequency GPS receiver, and develop a microcorpJter control and data acquisition system. The
system is intended to be a prototype GPS ioncspheric monitor station--at least insofar as the
functions are concerned.

In this paper we t.,porr the results of preliminary data takin3 compaigns at Kwajalein, Marshall

Islands (9.4 lt, 167.5 lon, 9' dip) during August 1980. Because our initial antenna system did not
have a ground plane, the data were severely contaminated by multipath. The ditc were recovered oy
taking advantage of the fact that the multipath error behaves like a random eccess delay component
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A and is, therefore, cancelled in the difftrenc-.ng operations dEfined by Eq, (3) ard Eq. (4). More
recently, an inproved antenn. qvst emhas been developed t0et a~pecrs to have eliminated the multipath
contamination.

Our experience with the system to date leaes us to conclide that the use of GPS for ion.spheric
monitoring is technically feasible, and it can grectly enhance our ability to perform ionospheric
forecasting. The receiver and data acquisition system are described in Section Ii. The data are
summarized in Section III. Our conclusions and recommendations are presented in Section IV.

II THE RECEIVER AND DATA ACQUISITION SYSTEM

The GPS receiver Model 5401 used in these experiments was designed and built by Stanford
Telecommunications, Inc. (STI). The 5010 receiver accepts L1 and L2 signals from a lew-no~se pre-
amplifier fed by an omni-directional antenna. Using an initial Doppler estimate kwithin 500 !5z),
the receiver will acquire and track the clear acquisition code, decode the 50-bps data stream and
extract the handover word, which provides a preliminary setting for tt.e ?-code. The receiver then
acquires ind tracks the LI and L2 p-codes and carriers. At typical aignal levels, tne rms delay and
pbase jitter are less than 2 ns and 0.2 rad, respectively.

The navigation data, the receiver status, and an azcamulated carrier-cycle count are communi-
cated via a general purpose interface bus (GPIB), which also accepts r.e=iver control commands and
data. The L1 and L2 AGC levels, the outputs from numbcr-controllea oscillatnrs .hat track the Ll and
L2 carriers, and the 1.5-second epic pulses from the LI and L2 p-codes are also presented a. various
receiver output ports.

The GPS data acquisition system 'DAS) was designed mnd built by SRI International. It consists
of two HP-5370A universal-time-interva counters to measure the LI and L2 "pseudo range" delay, at.
HP-2621-P terminal for the eperator interfece, a Kennedy 9000 tape drive with a Model 9218 formatter
to digitally record the data, an HP-740L charl recorder tc display the data, and a central micro-
computer to perform the control, interface, and data acquisition famctions., A functional diagram of
the system is shown in Figure 1.

The microcomputer is built around a Mo~ttk Z80-A microprocessor and various input/output
interfaces. A Ziatech ZT-80 is used to communicate with the HP-5:70A Lounters and the 5010 GPIB.
Analog data eter the computer via a Burr-Brown hi 8408/M? 8416 "multibus" compatible data acquisition
system, which contains a multi-channel 12-bit A/D converter, and two 12-bit D/A converters.
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FIGURE I FUNCTIONAL DIAGRAM OF GPS IONOSPHERIC MON TORING STATION
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The L1 and L2 AGC and accumulated Dog!ler channels are sampled at a 25-I1z rate-thereby
generating 600 ianyles for each 6-s data frame. These data are written on a 9-track digital tape,
together ýrith the 300-bit navigation data fr=*, the accumulated L1 and L2 Doppler counts, four
1.5-s pseudo-range-delay numbers each from the Ll and 12 p-codes plus "housekeeping" and status
information.

Preliminary off-line proc,,asing includes: (1) converting the raw AGC samples to signal Intensity,
(2) reformatting the navigation data, and (3) converting the Doppler count to continnous carrier phase.
As it is recorded by the c.tapu-er, the ittegrated Doppler count is given by the formula

I k m ind(8125tk - fdtk, 4096) , (5)

whete ýd is the Doppier dhift as 4efined by the time deriva'ive of Eq. (2), and tk is the time of the
'th sample in seconds. Because tk - tk-1 - 0.04 s, fd is nearly constant, and fdtk is a good estimate

of the instnataneous carrier phase as given by Eq. (2) directly. It is straightforward, therefore,
to recover s continuous phase ticord 'oum Ik.

Ultimately, we hope to perform all these routine manipulations in the microcomputer as the data
are acquired, a& well as make various time and delay corrections. The recorded data will then consist
of Ll and L2 signal intensity ý'r a~plitude) ano phase, corrected pseudo ran.6e, 1I, and orbital
partmeters to determine the satellite posItion. For ionospheric monito:ing applications, scintil-
lation summary par.ýweters could also •e provided for reil-tir? trans-.ssion to an ionospheric fore-
casting center.

!II DATA ANALYSIS

The configuration of the initial 6 OPS satellites. s such that only one satellite was visible
from Kwajalein during the nigl.t-time period when the scintillatiun activity peaks. During the
August 1989 observation:-, the satellite 'GPS 8 or NDS 4) rose from the Southeast around 2250 local
time and achieved its maximum ele-'ation of 70* to 75* around 0330. Thus, most of the scintillation
activity was already in ics decay phase.

Data were recorded on 12 consecutive evenings begiuning 21 August 1980. During seven of these
evening data runs, the scintillation wae severe enoug;A that the GPS 5010 receiver could not =aintain

lock on the signal during the early portion oi the pass. When the satellite was above 1, 30', how-
ever, the scin.Allation was not severe enough to cause the receiver to break lock--although signi-
ficant szintillation 4as zcbbaved as late as 0300 on Day 235. Only one evening shiwsd sufficiently
little activity that it could be regarded as quiet.

After Zeconstructing the amplitude and phase data (see Section II), the data were deLrended as
described in Fremiuw et al., (1979). The detrender is a recursive digital high-pass tilter that
removes frequency components above a specified cutoff. In the intensity data, these variations
result from antenna pattern variations and changing range to the satellite. In the phase 'jata, a
very large trend is induued by the ko term in Eq. (2). In principal, this tem, can be removed
analytically by using the satellite ephemezis data. Because the rate of change of 0 4a couparatively
.scmll, it is more convenient to set %.he detrender cutoff low enough to temove the contribution of kp
in the detrending operation.

Processed amplitude data from a period that has two isolated patches of L-band scintillation is
showa in Figure 2(a,b). For each patch, the peak value of the S4 inder measured over a 1-amn
interval is indicated. The origiral data were sampled at a 50-Hz rate, but filtereýd to 10 Hz to
remove noise. The detrend filter cutoff was set at I min. Scintillation at L-band (of this type
and intensitr) was commonly observed during the Wideband Satellite operations at Kwajalein
(Livitgston et Al., 1980).

The correspnding ph'sc scintillation data derived from the "delta pseldo range" (DPk) count
defined by Eq. (3 is shown in Figure 2(c,d). :n the initial configuration of the 5010 rccelver,
the DPR count was only available every 6 ",. 1a a consequence, it was necessary to use a much lWuger
300-s detrend interval. The most prominent ieature in the data is the very large but short-lived
phase excursions.

We have now established that these perturbatio.s are d-je to multipath reflections from nearby
reflectors. A PNR code will automatically reject echoes dalaycd more than one chip interval
(97.5, rs or 29.32 m for the GPS p-code). Even so, a straightforward computation of excess path
delay for perfect reflectors within 30 m of the antenna can account for th. observed excess path-
delay changes of I to 20 ns (10 to 200 rad) over time periods of one min. The detailed structuue
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of the pseudo-range, and delta-pseudo-range delay response to the multipath echoes is influenced by
the receiver dynamics--but, it is readily shown from the data that the phase errors are linearly
proportional to frequency.

Now, although such multipath contamination would severely impair the intended function of the GPS
recivec, the fact that it scales linearly with frequency provides a means f eliminating it from the
scintillation component, which scales inversely with frequency. The result of applying the difference
operation defined by Eq. (4), to the reconstructed L1 and L2 delta-pseudo-range counts, is shown in
Figure 2(e). The phase scintillation enhancements are now the prominent features in the data.

Figure 3 shows the amplitude and phase data for a more disturbed period. It should be kept in
mind that the peak phase excursions and the rms phase level are critically dependent on the detrend
interval, and, therefore, do not relate directly to the intensity scintillation level [Rino, 1979a,.
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The multipath contamination precludes a direct test of the frequancy dependence of the r ..s phase.
In Figure 4, however, a scatter diagram of the L1 and L2 S4 indices for the amplitude data shown
in Figure 3(a,b) is shown.

1.0 II I I -

0..8

S0.6

N S4 (L2)

S0.4 0 0*

S0.4

0. KWAJALEIN 1980

DOAY 242 START 1200 LIT

0.6 1 1

0.0 0.2 0.4 0.6 0.8 1.0
S4 (0)

_ _ FIGURE 4 SCATTER DIAGRAM OF L1-1_2 S4 VALUES FOR AMPLITUDE
SDATA SHOWN IN FIGURE 2. Straight line is S4 cc )L1.5

SUnder conditions of weak scatter, S4 scales with wavelength as X(P+3)/4, where p is the power-
-• law index of the phase spectrum (see, for example, Rino and Owen, 1980). The solid line in Figure 4

S.... •corresponds to p - 3. The fact that the data points fall slightly below the curve is consistent with
--- •earlier findings from the Wideband Satellite experiment--namcly that the spectral p index is some-

S~what less than three, and varies systematically with peitu-bation strength [Livingston et al., 1981].

S~The preliminary data presented in this section are representative of the first amplitude and

S~phase scintillation measurements from the GPS system. The results demonstrate the feasibility of
using conventional GPS equipment for amplitude and phase scintillation measurements. Indeed, the
phiase structure can be processed to extract useful parameters, even when the corresponding amplitude

~scintillation level is lost in the background noise. The noise limitation can, of course, be
•o improved considerably by using a high-gain antenna.

As discussed in Section I, to eliminate the multipath problem, the antenna has since been
modified to accommodate a ground plane, which removes the back lobes and substantially reduces the
aLtenna gain near th~e horizca. The receiver has also been modified to provide the delta-pseudo-range

•- count from which the phase data are derived at a 25-Rz rate.

- --- •During January and February 1981, the modified system was operated at Ascension Island in the
_ South Atlantic. A sample of detrended amplitude and phase data are shown it, Figure 5. at can be

seen that the multipath has been eliminated, and that the p~hase deta ha-;e sufficient r,.solution to
S~clearly show the phase noise. The Ascension Island d-ýta are being analyzed in detail to extract all
S~the usual scintillation parameters, but these results will be presented at a later time.
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SFIGURE 5 SAMPLE DATA OF DATA TAKEN AT ASCENSION ISLAND DURING JANUARY 1981. USING
•. IMPROVED ANTENNA AND DAC

S~IV DISCUSSION

In t•his paper, we have presented the first smplitude and phase scintillation measurements using
GPS satellites as a signal source. The AFGL objectives in supporting this work were to (1) demon-

Sstrate that conventional GPS receivers can be used to extract amplitude- and phaise-scintillat1on
S~data, and (2) develop a functional prototype of a GPS ionospheric monitoring station. The phaseS~data are particularly important because the phase perturbations at L-band can be measured even when

S~the corresponding amplitude scintillation is below the noise level. Thus, the global monitoring
capabilities •f GPS can be fully explo'ited.
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The only serious problem encountered was multipath contamination, which can be eliminated by
properly shielding the antenna. Indeed, this must be done if the GPS receiver is to perform its
intended position-locating function. Thire are, however, a number of changes in the receiver and
data acquisition system that should be made to improve signal acquisition and data processing
efficiency.

The STI 5010 receiver, for example, does not maintain lock when S4 3 0.8 primarily because the
receiver automatically reverts to an unaided search mode if the signal is below threshold for a
preset period of time. Rescquisition would be greatly improved if the receiver "remembered" the
delay and Doppler at the Lime of outage. As discussed in Section II, moreover, most of the off-line
data analysis operations could be done in the DAC microcomputer.

The data recently acquired during the Ascension Island campaign are undergoing detailed analysis
to demonstrate our ability to predict scintillation structure at lower frequencies. The group delay
data are also being analyzed to extract absolute total electron content estimates. The results will
be reported in detail in later publications.
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IONOSPHERIC EFFECTS ON HF OVER-THE-HORIZON RADAR

Dennis B. Trizna and James M. Headrick
Radar Techniques Branch, Radar Division

Naval Research Laboratory

ABSTRACT

High frequency radar operates in the band of frequencies between 3 ano 30 MHz, and as such,
uses the refractive properties of the ionosphere to achieve long range coverage as far as 3000 km for a
once refracted signal. The ionospheric path quality for such radar coverage depends very strongly upon
ionospheric disturbances or the lack thereof, and upon knowledge of the ionospheric modes available.
Originally developed for aircraft detection, more recent applications toward ship detection and remote
sensing of ocean surface conditio-is impose fairly severe constraints on Doppler spectrum quality, and
the attendant ionospheric path analyses. A general review of HF radar work at the Naval Research
Laboratory was published recently by Headrick and Skolnik (1). In this paper, some of the constraints
imposed by the ionosphere are discussed, including limitations due to details of ionospheric structure
under undisturbed conditions, as well as problems imposed by s vari.ty of types of ionospheric distur-
bances. Examples of effects on radar displays are shown for several of such cases.

INTRODUCTION describing the typical radar displays used with the HF radar, and
then identify the degradation in quality for different types of

The development of high frequency (HF) over-the- disturbed ionosphere. The HF radar is not a rcanning radar in
horizon (OTH) radar for purposes of detection of targets at the sense that a microwave radar is, with a moving antenna
very long ranges depended upon two important points: 1) the which rotates to cover the azimuthal dimension. Operating
short term stability of the ionosphere over time periods com- with a typical one degree beamwidth, at the several hundred to
parable or longer than integration times required to allow several thousand kilometers in range covered by an HF OTH
separation of targets from clutter in the Doppler spectrum; 2) ra.ar, the beam is suficiently wide to allow a few tens of
the ability to develop high dynamic range hardware through the kilometers wide a cell. A similar size is typical for the range
entire radar and processing chain. High dynamic range here dimension as well. Although this seems like .jite a large a:ea
refers to the ability to detect a very small signal at one Doppler upon first consideration, the relative uncertainty in position of
frequency in the presence of one or more high level signals at the target, determined by the ratio of the cell length to the
different Doppler frequencies; i.e., the entire system must be range of detection is of the same order as for microwave radars.
linear over the entire amplitude range in which one expects to However, the clutter created by such a large area is much
find signals of interest, as much as 90 decibels. This second greater than the cross section of a typical target of interest, and
requirement is necessary because for slow moving targets, the one must employ Doppler processing of the radar signal to
clutter from the sea or land cannot be simply Altered since its separate the two, in distinction to the microwave case in which
spectral bandwidth includes frequencies which are the same as the clutter and target are more nearly equal. Doppler process-
the targets in which one is interested. With the development of ing requires that the transmitted signal be phase coherent on a
the hardware capability, on^ must then contend with ionos- pulse to pulse basis, that is, the phase of the signal be the same
pheric effects which can occur over a similar dynamic range of from one pulse to the next. Rather than display the returned
amplitudes. These effects can be present under qualitatively signal for each pulse, a series of samples of pulse returns for
"good" proiagation conditions, and if properly understood, can each of a set of time delays is stored in a memory, and the
be dealt within the processing of radar data As propagation Fourier transform of the series is taken. Although the complex
conditions become worse, for a variety of reasons, one finds transform is useful, typically the absolute magnitude is taken to
that different types of ionospheric disturbances will ha'-e detairmine a power spectrum, called the Doppler spectrum: sig-
differcnt effects upon the radar Doppler spectrum, and hence nal amplitude versus Doppler frequency, which can be
upon the radar displays. If one recognizes and understands the translated to cross section versus target velocity. These spectra
type or source of the disturbance, one can quite often modify are then stored for each of the series of range-time delays,
one's operating parameters to contend with the disturbanc,. or thereby determining a three dimensional matrix of amplitude-
at !e.:t minimize its effects over a significant region of Doppler-range.
Doppler-range space available.

Research radars typically present the three-dimensional
In order to demonstrate the effects of several types of mctri' of in~'jmai~na iwo dimensions at a time, primarily for

ionospheric disturbances, it is worthwhile to spend some time quantitative reasons, although color ctspiays wo-! he ideally
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suited for qualitative viewing. Of the three possible two- Tht display is a binary one, black if a spectrdl point li-s below
dimensional projections, the most informative display to con- the threshold and white if it lies above. If a set of amplitude-
sider first is the amplitude-Doppler spectrum for a given range Doppler spectra of Fig. 1 were collected for a series of consecu-
bin, and example of which is shown in Fig. 1. It represents the tive ranges tco form a Doppler-range display, thresholdel a few
spectral content for all scattering surfaces existing within the dB below the lower of the two Bragg lines, the resulting display
rather large volume resolution cell for a given time delay would consist of e pair of broad lines centered about zero
Naval HF radar applicationr typically involve illumination of the Doppler, extending throughout all ranges. Typically, the
sea surface, and Doppler spectra of sea scatter are primarily Doppler spectra vary from one range to the next, due to chang-
encountered. Scatter from the sea surface is characterized by ing sea conditions, with one Bragg line becoming greatei |nan
two very strong returns, displaced either side of zero Doppler the next, and perhaps both groving in amplitude in a like
by equml fixed amounts, called Bragg lines The amount of manner relative to earlier ranges. The resulting Doppler-range
Doppler shift is determincd by the rhase velocity of the ocean display for such a more realistic case wou.!4 show two range-
waves responsible for the scatter, those with wavelengths one variably broadened lines with changini widths, ns is shown in
half the radar wavelength, the Bragg resonant waves. The mag- Fig. 2x. As one lowers the threshold below the it,.el of the
nitude of the shift in Hertz is given roughly by 0 102 times the second orde, s,.tter amplitudes around zero Doppler, ti.t sea
square root of the radar frequency in megahertz. This Bragg clutter appears as one broad swath around zero Doppler as z.
scatter mechanism is the surface analogue of vclume scatter function of range, as in Fig. 2b. As one continues to lower the
responsible for so-called incoherent scatter from refractive threshold nearer the noise floor, the black region of the display
index fluctuations of free electrons within the ionosphere. begins to speckle as the noise begins to show, as in Fig. 2c
Second order effects also occur in the surface scatter case due This last threshlold level is typically useful for finding low level
to double scatter from pairs of ocean waves satisfying the .on- targets near the noise floor which are far from the clutter return
servation of energy and momentum equations defining Bragg in Doppler. Figure 2a might be used to assist in dete.mining
scatter, and is typically 25 to 50 decibels down from the first propagation path quality and for remote sensing applications
order Bragg scatter, observable here because of the hiigh
dynamic range of the instrumentation. All of the scattered
power is contained in a region roughly half a Hertz either side A third display to consider is that of amplitude-time for a
of zero Doppler, although the exact spectral spread is deter- given Doppler frequency. Although not shown here, it is use-mine bythe ada opeatig frquecy. igue 1 how an ful for determining the fading chsracterf:ti,'s of a target or
exampled byof thihestquality op sea sctterollectedusing the mostan clutter and aiding again in propagation analyses. It is simply a

stable E-layer mode of propagation, and inc.,,ds ground back- plot of the spectral output of one Doppler frequency as a func-
scatter at zero Doppler as well. Spectral degradation from this tion of time.
example will occur due to ionospheric disturbances of various
types A fourth display using the three dimensional matrix of

data projected into a fourth dime:-sion, time, is the Doppler-
A second useful display of the three dimensional matrix is time display In appearance it is very similar to the Doppler-

that of Doppler-range, thresholded for some fixed amplitude, range display. It is constructed by taking one arbitrary range

interval from the Doppler-range display, and projecting several
consecutive samples of this display in tandem, so that the hor-
izontal axis represents time rather than range, again thres-
holded for a given amplitude. It is very useful for establishing
tracks of target Doppler histories. Traveling ionospheric distur-

-! bances are also very apparent on such a display,, as the clutter
I P -- return exhibits an oscillatory behavior with time. With several

different range extents simultaneously displayed in such a
manner, one can determine propagation speeds of such distur-

24 bances as they propagate through the region of coverage. Fig-
uie 3 shows an example of the Doppler-time display for a case
of a traveling ionospheric disturbance, probably created by pas-
sage of a gravity wave through the ionosphere. With this intro-

.3 & duction to the displays used most often to analyze HF radar
data, we now procede to examples of diffeient effects that the
ionosphere can have in degradation of radar data from the high
quality examples which have been demonstrated. These shall

4B P-be divided into examples of two types: the first group will con-
sider cases which occur for a typical undisturbed ionosphere

-l 0 I 0 and which are due in some part to the design of the radar, in
particular, the transmit and receive antennas; the secoid group
will consist of cases in which various types of disturbances of

Figure 1. An amplitude-Doppler power spectrum for a given delay the ionosphere impact the spectral quality of the data.
time is shown. This represents one of the three two-dimensional pro-
jectons of a processed amplitude-Doppler-range matrix of radar Included in examples of ionospheric effects on HF radar
data. This example shows a typical high quality spectrum collected which are due to the undisturbed ionosphere are the following:
using a stable E-layer prcpagation mode with an HF radar. The natural f-region turbulence; multipath, due to vertical layer
amplitude scale is In arbitrary decibel units, while the frequency is in structure of the ionosphere; blanketing and non-blanketing
normalized Bragg frequency units descr;bed in the text. The two sporadic-E; and the mid-latitude trough. Examples of effects of
peaks at ± 1 are the first order Bragg lines, with land backscatter the disturbed ionosphere include aurora; meteors; traveling
at zero Doppler, and a calibration signal at about 2.2 units Other ionospheric disturbances; sunrise and sunset at ionospheric alti-
low level signal around zero Doppler and outside the right Bragg tudes; spread-F, and equatorial ionospheric irregularities created
line represent second order sea scarer also described In the tet after local sunset.
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IFigure 2a. This is a Doppler-range display, for a threshold chosen far above the no.•se ltve• , near the peaks of the
clutter. It represents the second two dimensional projection of the three dimensional matrix of processed radar data. Is
is iizefiul for determining path quality and for remote sensing applications The two swaths represent the two Bragg lineI ~returns from the sea surface, the broader swath indicating the higher amplitude Bragg line The ovals at the top of the
figure are calibratian sigi.als set at 100 n mr and each 450 n ml thereafler. The entire Doppler w~dth thown is roughly
8 Hertz

IFigure 21b This is a second version af 2a, with a threshold 12 db nearer the noise floor than 2a, so that econd vrde'
I ~scatter from the sea surface is now apparent between the Bragg lines of first order sea scatter. Second hop scatter isI ~seen at the sixth calibration marker at 2350 n mi The very narrow returns seen betw.'en thc second and third calibre-

lion markers at about 750 n mi is probably due to sporadic E coverage because of the narrowness of the lines. Some
meteor returns are 'een at the shortest -anges as primarily negative Doppler returns, indicating receding velocities The
narrow range swath between the clu:ter and the calibration signals is a 60 cycle hum line.

* ~Ftgirc 2c. A th,rd version of 2a is shown for a threshold set very near the noise level, showing up as the speckled
area. Msa version of the display is useful for detection of targets near the noise and away from the clutter As this Is
exactly the same data as displayed in 2a and 2b, lower level meteor returns are now more apparent. Harmonics of the
60 cycle hum lines are causing the additional smaths on each side of zero Doppler
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Figure 3. A dtfferent disolay from the two dimensional projections of the data matrix is that of the
Doppler time history. It is c:catcd by taking a small range extent of the Doppler-ranige display of Fig-
ure 2, and displaying it on consecutve fashion for a series of successive coherent integration periods,
time running left to right, with axis scales indicated. This disl4ay shows a traveling ionospheric distur-
bance begin-mg at 21:29:30 UT as a slight Doppler oscillation.

THE UNDISTURBED IONOSPHERE 0-

Before giving examples of spectral degradation of HF -
Doppler backscalter spectra, it is worthwhile to devote a few
words to a physical interpretation of radar bckscatter, particu-
larly how it differs from the case of ionospheric propagation ')f
a point-to-point one way propagation path. An example of the
latter under very good propagation conditions is shown in Fig.
4, for a path between Cyprus and England. Thirty two spectra
of 3 2 second integration time were averaged to r•oduce the
signal spectrum shown The main signil is at -40 Hertz
Doppler; its image due to I and Q intermodulatiop is at +40
Hertz; the term at zero Doppler is a d.c. offset in the processor. -
A3 is seen, the dynamic range which the ionosphere allows for
point-to-point paths is very high, of the order of 75 dB. The 0."distribution in Doppler is Ricean for short integration times of 9
the order of 3.2 seconds, a very strong spectral peak with much
smaller spectrally spread shoulders some 70 dB below. These
latter are the result of scatter paths from angles off the Vteat A 1 ..,
circle path bety eet the transmitter and receiver, as well as via
higher and lower paths in elevation angle. The primary path is
very clean, yet upon increasing 'he integrmtion time it wit! split
into two signals, the result of ordinary and extraordinary ray -40 0 k)
multipath effects. This is due to the fact that a linearly polar- DOPPLER (H1Z)
"ized wave spilts ii.to a right and a left handed circularly polar-
ized wave due to the earth's maignetic field. Each of these in
turn traverses slightly different paths between points, with Figure 4. This is an amplitude-Doppler display of a one way path
different phase paths and phase change rates, creating a very signalfrom Cyprus to Englard via o, F-layer mode. Thirty-two suc-
slight Doppler frequency difference in the signal received via cesive 3.2 second conerent Integration periods were averaged to
the two paths. produce the display. The strongest signal at -40 Hertz is the main

signal, w'1 the other two strong signals ,t zero and +40 Hertz pro-
F Region Turoulence cessing effects, d.c. offset and the I&Q phase nose Image, respec-

tively. This is an indication of the high dynamic range signal theThe case of radar sea clutter propagated via an ionosphe:ric ionosphere will allow und.?r good conditions. Minor scatter and

path is a more conoplicated problem, in that it represents a con- multi .p-iths are shown some 70 db below the peak of the main sig-
volution of many one way paths A wave front is transmitted dil as brad shoulders.
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which is phase coherent across its face, and illuminates the tracing techniques (2) or virtual height equivalents and simple
ionosphere over an area determined b/ the pulse length and the reflection (3) to interpret clutter returns. In either case, ionos-
antenna beam width. For a one degree beamwidth and scatter pheric profiles which vary with latitude and longitude and the
from 2000 km range, the ionosphere is illuminated at 1000 km, radar's antenna patterns are used as inputs. The ray tracing
resulting in cell of the order of 15 km wide. Pulse lengths then indicates the paths each ray for a gwen elevation angle
appropriate to this dimension are typical, resulting in a square actually take, in terms of the total delay time experienced, the
reflection area 15 km on a side. This is riuch laiger than the actual incremental path through the ionosphere including exit

scale sizes of F-region turbulence so that the transmitted wave angle, angle to magnetic field lines along the path, total phase
encounters ptiese changes which vary across the phase front of path relative to that ttansmitted, transmission losses, and final
the wave. Assuming for the moment that the earth's surface signal amplitude as a function of time delay. The virtual
does not impose any additional phase shift, the proce-s is height-simple reflection analysis uses similar inputs, but just
repeated in the return path back to the radar. If the ionosphere outputs signal amplitude versus range, with a label of the ionos-

were not time variable, the resulting return signal would pheric layer traversed for each amplitude as a function of time
present a vector sum of these various paths to produce a very delay Both of these techniques have been developed tw a very
narrow spectral backscntter return, with no indication of the high degree of accuracy over the past several years, and the
phase structure the ionosphere imposed upon the rc'urn wave, greatest uncertalnty today is in modeling the transmission losses

SHowever, turbulence et F-region altitudes, and far less so at E- encountered in propagation through the D--egion of the iono-
region altitudes, is time variable, resulting in a time rate of sphere An example of the type of latitude-longitude variable
phase change, and therefore Doppler broadening of the back- ionospheric profile which is used as input into these propagation
scatter signal. The statistics of such broadening are not Ricean progiams is shown in Fig. 5. Lines of plasma frequency con-
as defined ,-arlitr. Rather the spectral peak tends to break up tours are shown as a function of time delay or range for a given
into several nearly equal amplitude contributions with Doppler radar bearing. Such data sets have been established as median
processing of 100 sec integration times and longer. The paths predicted values on a grid basis over the entire globe, for each
responsible for these contributions are available throughout the month of the year with a three hour increment, with a solar

entire integration period since they bave spectral widths of the activity index input as a scaling parameter for modifying elec-
order of the Doppler filter determined by the integration time. tron densities With one or more real time ionograms available

If the paths were present for just r small fraction of the integra- as well, the mean value table can be approximately scaled for

tion time, their contribution to the spectium would be broad yet a better description. An example od the simple reflection
with a width the reciprocal of the time they were present. The analysis outputs of amplitude versus time delay and propagation

statistics of this broadening due to what shall be iderndfied as modes versus elevation angle and time delay are shown in Figs.
F-region iurbulence broadening have not been considered in 6a and 6b, with the amplitude contribution for different modes
detail regarding their diurnal and seasonal behavior. andicated for each time delay. Such analyses provide a very

powerful tool in providing path analysis for HF radar operation.
""Mutipath Due To Ionospheric Layers

The next ,evel of severity of spectral degradation under
normal ionospheric conditions to be considered is due to mul-
tipath because of ionoc.ihenc layenng. With a wide antenna

pattern in elevation angle, a. is tne case with most HF radars 500
which do not have much height extent in their antenna struc-
tures, energy transmitted as a function of elevation angle is
ideally e.%pected to scale to range is a uniform manner. The 400- ~
lowest elevation angles will transmit energy to the farthest
ringes, the highest that do not penetrate the iono-phere will "7

transmit to the shortest ranges, assuming a mirror ionosphere .00 3 i44
at a fixed altitude. In reality, the various layers of the iono- 3 4-t
sphere can cause energy transmitted at a higher elevation angle • 14
to be time delayed and refracted in a non-uniform manner with 200.

elevation angle. The net effect of this behavior is to create
group path delays sufficient to create an additional time delay
beyond that expected for a mirror ionosphere. The returned t
energy is therefore superimposed in time delay upon energy IO0
which was reflected from a much longer ground range, some-
times with a different Doppler shift because of a different phase
change rate along the. different path iraversed. The resultant 0 500 000 1500 200 2500 3000 3500 4000 4500 5000
spectrum appears as thi, superposition of two spectra shifted RANGE- NM
relative to one another. This type of problem is particularly
prevalent with tra•smit-receive antenna combinations wiich Figure 5. An example is shown of one of the Inputs used for ray-
have an elevation angle pattern which is very broad, with trace and path anabyis soqtware with HF radar data: a two-
significant gain at higher elevation angles, such as vertical dimensional projection of a three dimensional Ionosphere, along a
monopoles. Two solutions are available to this problem: one, ray path fir some unspecified radar bearing. The models are based
confine the energy to very low take off angles with appropriate upon long term averages of data and can be modified by changing a
antecrna elements and with a somewhat shorter total range coy- solar index to increase or decrease pkitsma densities.
erage rvailable, variable by changing operating frequencies;
second, create an antenna system which can be steered in
elevation angle, by adding vertical structure to it as well, such Sporadic E-Layer
as horizontally polarized dipoles placed along a tower.

A sometimes botheraome element of the undistirbed
Even with these attemptr at easing the difficulty, the ionosphere, perhaps ought to be associated with the slightly dis-

nroblem can be a severe one, requiring path analysis using ray turbed ionosphere as it is a function of weak sola activity, and
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flg2.e 6jz. One output of the path analysis prngram, Radar-C. is shown, a plot of backscatter amplitude versus tbn9 delay for
the radar antenna system and transmit power of the USAF HF Experimental Rat sr System. 7The astwerisk refers to sporadic E
modes; E, to normal E modes; 1 and 2, to F, and F2 modes, respectively. For some ranges, two modes are avaltable with
different amplitudes. For a different antenna vertical pattern, the relative amplitudes of these contributions w~ould be dlzfeent
for a given range delay as discussed in the text.
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that is the sporaiic E-L.yer. Some words are in order about the propagation at the predicted 2,000 kni, with no coverage avail-

Snormal E-layer first, since it is quite often dismissed as an able via F-layer modes to Icnger ranges. When it is present to
absorbing ard partially refracting !.yer, but not recognized as a severe degree it is very debilitating operationally for any

responsible for full reTrac~ion as a mode of propagation in itself. -adar. in any case, the understanding and prediction of

This can be the image created by operating experimental radars spc adic-E is important to HF radar operation and should

with broad elevation angle coverage in which the F-layer modes receive appropriate priority in ionospheric research.

dominate and overshadow E-layer modes. Experiments have
been conducted at NRL using the MADRE HF radar, which The Mid-Latitude Troug't
Ihs elevation angle flexibility, exclusively using E-layer mode

g.ation modes (4). The antenna consists of two rows of Another ionospherc anomoly which which ex:sts under

i., .,zontally polarized dipoles one row above the other, which normal unoisturbed condiions and which should be considered

can be fed in phase or 180 degrees out of phase relative ,o one in path pteoection and analysis is the mid-l•.itude trough, a
another In one case a very strong lobe is created at an eleva- region of electron density depletion associated with the auroral
tion angle at 6 degrees with a minor lobe at 18 degrees; in the oval. I: is the boundary between two regions in latitude which
other cpase the strongest lobe appears first at 13 degrees v-ith a have different F-region ionization production mechanisms dur-
second at 25 degrees In tne first case range extent can be ing nighttime hours. particle precipitation in the auroral region

confined to 2,000 km maximum for some choice of operating versus the normal nighttime F-region. A width of roughly 500
frequencies, early morning operations, and for eastward looks km is associated with it, and it can be quite detrimental to HF
Propagation paths are achieved as predicted for a single E-layer radar operation. Radar energy which propagates into the trough

ionosphere, with very crisp spectral quality of backscatter In region will experience a weaker refraction there, with the pri-
the second ease an F-layer mode is apparent, with clutter mary effect being a bending of the path of the radar energy off
received from beyond that expected fot E-layer coverage only, the intended great circle path, for cases when the energy is
in addition to short range In this case the qualitý of clutter for incident at angles not perpendicular to the trougii. This will
the shortest range is very high, whereas the mid and longer introduce obvious uncertainties into the position of the area
ranges iadicate some ionospheric turbulence of the sort one intended to be covered by the radar, and has been proposed as
migh' •,xpect for F-region modes. Hence, for radars with broad the reason for unexpected results of some radar experiments in
tras'rt-receive pattern which allow an even greater spread in the past. Knowledge of the structure of the trough and its tem-
ele,ation angle than MADRE, the F-layer mode wwuld be gen- poral behavior should be considered as very important to the
erally overwhelmed by high angle F.layer modes sit, therefore operation of HF radars operating in the trough regions.
not judged as significant as a high quality path evt. Therefore,
ante.na elements with low takeoff angles are preferred ior THE DISTURBED IONOSPHERE
unambiguous range coverage which allows separation of E and
F-layer modes, and, in particular, use of the high quality nor- Radar Aurora
mal E-'ayer modes This would be the case for radars with
remote sensing applications as an example, when multi-path in In addition to the structural anomolies of the undisturbed
range presents confused data For :arget detection applications, tonosphere, there are various types of disturbances of the iono-
continuous coverage with range is desired, regardless of the sphere ,hich can have deleterious effects on radar Doppler
mode of propagation, as long as path analysis techniques are spectra The first of these to consider is radar aurora While
employed for accurate range determination, optical aurora is characterized by emission of energy at optical

freq kendeis dLe to ionization of molecules by solar particle pre-
Sporadic E-layer is a term derived from an ionosonde or a cipiltaor ethong magnetic field lines, radar aurora is defined as

radar oblique backscatter record. From an worogram, it is radar s-alter fiom field aligned irregularities in the ionosphere
characterized by strong reflection of radio energy from a fixed duv t( the particle ionization The radar energy scattered from
, ow altitude, over a frequency range which can extend beyond the aurora can have a very wide range of chracteristics, depend-
the F-layer maximum plasma frequency Within this frequency ing upon the type of transmission format used by the radar
range, it can disappear and reappear several times, in sporadic We shall treat in detail only the case of a simple pulse radar, as
fashion For blanketing condtions, it will reniain strong with opposed to pulse compression radars of FM-chirp pulse or FM-
increasing radio frequency without ais;2ip•,pring, and with very CW formats, the effects of which can be predicted. Typical
little energy penetrating to F-region altitudes On an oblique returns from the ae,•ir aurora are confined to a finite range
backscatter rec!'rd, energy s confined to 2,000 kin, with very extent based upon the physical volume occupied by the field
weak or no one hop scatter via F-rcgion modes, for blanketing alligned irregularities responsible for the scatter, typically fifty
condition. From the, radar standpoir.,, it can vary dramatically to a few hundred kilometers 3t most. The Dopple, characteris-
in terms of the intensity of its effect A prominent mechanism tics can be quite variable, in spread or bandwidth of frequenci.s
for its production is thought to be wind shear at E-region alti- scattered as well as the central frequency of the frequency band
tudes It extends over a much narrower altitude range than Because ambiguities may arise both in Doppler and in the ianpi
normal E, is far more intense in terms of the electron density, dlmension, it is worthwhile discussing the idea of radar ambi-
and is typically patchy in its horizontal structure. As a result, guity.
the radar energy which propagates through the sporadic E-layer
is variable inversely as the strength of the sporadic E. Path A pulsed radar transmits pulses at regular nt•v.-als in
analysis and prediction models account for its presence by time. If the interpulse period transforms, for example, to a
modeling it as ourely, reflective over the areas over which it thousand miles in range delay and a target is observed at a hun-
exists, and accounting for its intensity by a transmission dred miles, there is an ambiguit, -s to whether this rang,. is
coefficient, which allows an appropriate fraction of the energy truly a hundred miles or eleven hundred miles, or any multiple
to propagate through it unrefracted except by the normal E- of a thousand miles plus one hundred. One could double the
layer and high altitude F layers. Under its most severe con,.;i- interpulse period, doubling the unambiguous range to two
tions, the blanketing case, the transmission coefficient is zero thousand miles, and so on, but this would have negativ- effects
and the layer becomes virtually a mirror Undei such condi- upon the Doppler dimension. That is, the reciprocal of inter-
tions, sporadic-E becomes v-ry apparent to radars using broad pulse period is the pulse repetition frequency (PRF), and this
elevation angle coverage since there is a sharp cutoff in one hop number, in Hertz, is the maximum unambiguous Doppler
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bandwidth that one can achieve. Hence if one were to change A
from a ten Herz PRF to five Hertz to improve on range ambi-
guity, one suffers a degradation in the Doppler ambiguity by a 30-
factor of two. One does riot know then whether the returned
signal is at a 2 5, 5, 7.5,- 10, etc, Hertz Doppler offset, with
appropriate uncertainties in target speed. A one hundred mil-
lisecond interpulse period for a teri Hertz PRF translates to an

unambiguous Doppler of ten Hertz and an unambiguous range
of 15,000 kilometers. Any change in the PRF scales the
Doppler frequency and range in an inverse fashion from these I 0
values

Radar aurora may have Doppler spreads of a few to many 0tens of Hertz, centered at anywhere from zero to several hun-
dred Hertz. V-ry little work has been doneý at HF to determine
the Doppler characteristics of the radar aurora. An example of 400 600 80G R
one auroral return is shown in Fig 7. For the relatively low
PRF which was used, the auroral return fills all Doppler space Figuie 7. A Doppler-range display is shown in which broad band
and is confined in range to an amount which is Pot determin- auroral returns are seen at 400 n mi range, extending through theable from the figure If one is interested in; targets at a particu- entire unambiguous Doppler bandwidth, as well as appearing in all
lar range which is not the range of the auroral return, and the range bins but -estricted in Doppler spread around zero. A clutteraurora is range ambiguous, one can usually choose a PRF filter was used here so the region right at zero Doppler is free of tar-which is just slightly different rather than an integral multiple gets and aurora. The PRF has been chosen so as to place theof the original, so the ambiguous range of the aurora lies at range ambiguous aurora at a folded range which does not qffe:t the
some other range than that of interest This of course depends range cells which contain the targets of interest.
upon the sithig of the radar. For cases when the radar is at a
northern latitude and the return is not range ambiguous, so that
PRF changing is not an effective techniqLe. one may employ and range characteristics, whether or not these characteristicsadaptive antenna processing techniques Here one attempts to can be classified into different groups, the frequency depen-place a null in the direction of the strongest radar auroral return dence of their cross section, their behavior with time (diurnalby appropriate phasing of individual antenna outputs As it is seasonal, and solar cycle), and knowledge of their structurmdnot always possible to handle multiple returns this w,.y, or sizes for adaptive beam forming applications Work in •,ese
perhaps difficult to suppress the auroral return with enough areas would certainly be useful for HF radar application,
dynamic range to allow target detection, the radar aurora
presents one of the most difficult ionospheric disturbances to Meteor ReturnsSdeaJ with for most HF radars. In the caeof ardrwt

non-simple pulse, using either a type of compressed pulse or a'n Meteors entering the atmosphere produce ionized trailsFM-CW format, the problem is compounded in that the auroral which can present e. very high backscatter cross section to anreturn will spread over a larger range and Doppler extent than HF radar The doppler bandwidths are typically sufficiently
for a simple pulse radar, with an appropriately smaller ampli- high so that the entire unambiguous Doppler bandwidth is filledtude, such that the integrated backscattered energy over for typical PRFs employed, due to the high deceleration rate of
Doppler and range is the same as for the pulsed case. Proper- the ionizing particle Figure 3 shows an example of a Doppler-ties of the radar aurora which are important are their Doppler time history during strong meteor activity. Because the trail

.>: Figure 8 A Doppler-timc display is shown for
a range bin in which meteor trail returns are
present The negative Doppler region has
mcre scattered energy which is topical for an
eastward look. For the short integration times
employed, one can discern tracks a. zero and
minus ten Hertz, low level processing artifacts
in this case, in spite of the meteor echoes.
Such a display is almost imperative for identi-I! fying targets in the presence of meteor echoes.
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lasts for a very short time, son.e improvement in target detec- are set. At sunrise the reverse pattern taxes place with time. Ation on a Doppler-time history can be achieved by using very detailed study of this behavior has not been conducted, but
short integration times, so that there are longer periods of noise would prove very useful for prediction of such outage times to
free spectra during which the target can be detected above the radar operation
normal noise floor. Such is the case for the data of Fig. 8, for Sra-which two simulated targets are observed to be visible in the Spread-F
presence of a multiplicity of meteor returns which fill all
Doppler bins dunng those periods they are present In addition Ionospheric conditions referred to as spread-F, due to theto the relatively high amplitude returns which occur as the characteristic spread ionogram echo from the F region, and
meteor trail is initially created, the residual ionization can also associated with so-called "flutter fading" of communications at
provide a very low level background clutter return which has a HF, also affects HF radar scatter in a similar way Alth.ough nolifetime extending over severa! integriation periods. The examples are presented here, the effects of spiead-F are to
Doppler spread no% ib very narrow after deceleration, and can present a very broad clutter return with several multiple peaks,
be offset up to a few Hertz in Doppler due to the winds local to not unlike multi-path effects, or in the extreme, auroral likethe ionizaion Such an event is generally due to a relatively echoes from the F-region. For this reason, unless a real time
large meteor and is relatively rare. vertical tonogram is available, spread-F ib not easily identifiable

on the radar display Very little work has been done to recog-Traveling loaospheric Disturbances nize radar spread-F since it is primarily a night time
phenomenon. Typically, little experimental work has been con-Traveling ionospheric disturbances (TID's) due to gravity ducted at night, although perhaps radars such as the Air Force

waves propagating through the illuminated portion of the iono- Experimental Radar System (ERS) will encounter the effect
sphere will cause an undulation in the Doppler-time history of more because of Its Drojected around :.he clock operations.
clutter or a target return, as was sheo.-n :n Fig 3 Th-se can be
produced by solar disturbances, earlhquakes, very heavy storm Equatorial Long Range Returns
activity, and nuclear explosions in the atmosphere. Detection
of the TID associated with testing in the Pacific was accom- A very interesting and unusual radar observation was that
plished by NRL personnel (5) using the MADRE radar. Under of sca.oer from equatonal irregularities assr.-iated with sunset
the most severe of cond:tions, the undulations can be virtually using -he NRL MADRE radar several years ago (6). Thecontinuous, although this condition is very rare scatter -vas observed as a very broadly Doppler spread return

across a a relatively broad range spread The radar PRF wasSjnnse and Sunset Effects reduced to determine the range ambiguity and it was found that
the sca:ter was coming frote a region over North Africa. The

During periods of -unrise and sunset 2i ionospheric alti- data i-re shown in Fig 9. The top portion is a plot of uen-
tudes, the ionization undergoes so severe a transition that radar processed returned power versus range, a typical A-scopeoperation becomes difficult. At sunset the MUF drops precipi- display as used with non-coherent radars. The normal clutter is
tously, so that if a relatively high radar frequency was being observed at ranges e tending from about 500 to 2,000 nautical
used relative to the MUF, the backscatter disappears com- miles on the display, somewhat spiky -n natu:e as is usual'y
pletely For lower radar frequencies, the radar backscatter oboerved from sea clutter. The return from the equatorial
undergoes a severe sh-.ft in Doppler, effective slant ranges region is seen as a much smoother return with range extending
change, and the spectral quality of the clutter becomes very from 5,000 to 6,0,'0 nautical miles. The clutter from 'he sub-
poor. Such a scenario may last uo ao the order of half an hour sequent pulse is seen beginning at the far right of the display.
As stability is re-established, the backscatter return may oscil- A montage of Doppler-range displays are shown for several
late in Doppler as due to a TID, until the new stable conditions consecutive times in the lower display, Lccounting for the ;light

S~Figure 9. An example of radar scatter from equatorial structure ,s seen on this extended Doppler-range du~play. The eqi•atorial
i ~ scatter is seen as a reatively broad Doppler return compared to the clutter. in two perches cer, tered at 4500 n mi. and again

from 5.000 to 5,800 n mol. The ui•processed trime-averaged amplitude-range presentatons anthe. upper left and rijht, collected
at two different 'lines, mndicate the total power scattered relative to the clutter,20 271
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discontinuities in range. The bending of the clutter is quite of the effects on radar displays were given, as they give an idea
typical for this time of day (Universal times employed), and is of the severity of each of the problems. Because of the large
due to a slowly rising ionosphere at some altitudes. The scatter number of sut.h ionospheric effects, we have chosen to only
from the equatorial region is observed to have a much broader demonsirate them rather than !.o attempt to reference literature
spread in Doppler frequencies, and made up of a large number on related research on t0- phenomena It is felt that the
of discr-ete returns as opposed to the more continuous sea researchers ir the various fields encountered wouN p. ofit by
clutter. The succession of returns at 2 Hertz is d series of cali- showing the potential for using HF radar as art experimental
bration signals, and represents what a large ship at high radial tool in further studying the mechenisms responsible for the
speed might loGk like on the display It is noted that the cali- effects, and we invite correspondence regarding co-operative
bration markers near the equatorial scatter are much more experiments in such endeavors
difficult to detect among the spread Doppler returns Professor
Jean Delloue, of the University of Pans, has done extensive REFERENCES
work on forward propagation effects of the equatorial scatter
phenomenon (private communication), and agrees with the I Headrick, J M and Skolnik, M I., *Over-The-Horizon
interpretation of the radar phenomenon being due to earth Radar in the HF Bandc,, Proc.IEEE, Vol. 62, pp. 664-673,
backscatter via field-alligned irregularities. He has reported that 1974.
the active volume lies in the region of the setting sun at ionos-
pheric heights, and the scatter region can actually be followeL 2 Jones, R.M., and Stephenson, J L, "A Versatile Three-
along in azimuth. Using a transmit site in Europe and a receive Dimensional Ray Tracing Computer Program for Radio
site in Africa, both steerable, he was able to follow the move- Waves in the Ionosphere', Office of Telecommunications
ment of the irregularities and maintain a propagation path using Repor. 75-76, (PB248856), 1975.
frequencies above the MUF, by steering the arrays accordingly
The rate of steering indicated that the scattering volume was 3 Thomason, J.F., Skaggs, G.A, anr,. Lloyd, 1 L., *A Global
following the ionospheric sunset and was repeatable on a regu- Ionospheric Moder, NRL Report 0321, 1979.
lar basis. In many cases, the quality of the path was suffiLient

for intelligible voice communications This would agree with 4 Trizna, D.B, Preliminary results of HF Radar Tracking of
the results of Figure 9, wh;ch inlicates a bandwidth suitable for Ocean Eddies&, (in preparation).
audio intelligibility THe effect can be vresent throughout the
night on, - it is established 5 Davis, J R. and Headrick, J M., 'A Comparison of High

Altitude Nuclear Explosion Effects in the I-Layer with

SUMMARY Variations in Magnetic Fheld Strength7, J.G.R., 69, pp
S911-916, 1964.

We have attempted to present some of the effects the dis-
turbed end the undisturbed ionosphere can have on high fr,- 6 Headrick, W C ana Headrick, J M, (unpublished
quency over-the-honzon radar operation A series of examples results).
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MEASUREMENT OF SEA AND ICE BACKSCATTER REFLECTIVITY USING
AN OTH RADAR SYSTEM

William F. Ring and Gary S. Sales

Rome Air Development Center
Deputy for Electronic Technology

Propagation Branch
Electromagnetic Sciences Division

Hanscom AFB, Massachusetts 01731

Introduction

The characteristics of radio wives that are back scattered from the earth's surface haveinterested observers for many years because of their potential to yield significant information about
the scattering surface. An example would be the recognition of coastal regions or islands by the
different scattering characteristics of land and water. The technique has been pursued to develop a
method of remote sensing of sea states (Ref 1) including wave heights and wind directio6 by studying
the dominant peaks in the observed Doppler spectrum. The interest in this study is to quantify the
surface reflectivity of sea water, sea ice and the Greenland ice cap so they may serve as standards or
references for calibrating the sensitivity of a High Frequency (HF), Over-the-Horizon radar when
there are io aircraft targets of opportunity to serve as calibration sources. hith these calibrated
surfaces the system performance could be assessed at any time or place.

Data and Analysis

The source of data for this study was the Polar Fox II experimental backscatter radar which was
operated in northern Maine by the Raytheon Company under Air Force sponsorship for a twelve month
period in 1E71-1972. The portion of the coverage area that is pertinent to this study is shown in
Figure 1. The experiment used a high power pulsed radar (800 kW.peak) operated at 30 pulses per
second with a 10 kHz chirp bandwidth, Radar parameters are listed in Table 1.

TABLE I
e ,Radar Parameters

Location: Caribou, Maine. 470N 680 W
Frequency:, Selectable in the band 6 to 26 M~z
Power: 64 kW avg. 800 kW peak
Range Resolution: 15 km

Receive Beamwidth: 7 degrees at 12 MHW

Azimuth: 11 steps from -30 0 T to +600T
Measurementf One minute/Freq/Beam Position/Hour

The 490 azimuth was selected as a source of sea water returns at all ranges at all times of the year.
The 150 and 23 azimuths provided sea ice returns at the shorter ranges (1600, 1800 and 2100 km)
during selected intervals of the winter and spring months. The determination of whether the scatter-
ing area consisted of sea ice or water was based on 0 ice arnalysis charts for the period of operation
prepared by the USN FLEWEAFAC, LIJITLAlID MO. The 15 and 230 azimuths were also the source for the
Greenland ice cap scattering surtace at the longer ranges.
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By sampling and comparing data at the same ranges on all azimuths included in the study, an
attempt was made to eliminate any dependence on -"evation angle. The original Polar Fox I1 experi-
ment required that this radar be located so as to include the auroral oval in its coverage area but
fnr purposes of this reflectivity study It is'preferable to select data such that they are not
affected by auroral propagation anomalies. This consideration dictated that the data be limited to
the mid-day, 17-19 UT, period "3-15 local time In the coverage area).

The data selected for this study were limited to F-region propagation modes in order to insure
confidence in our description of the propagation loss and antenna gain factors involved in the
analysis of the received signals. For the same reason it was decided to avoid the sometimes anoma-
lous propagation conditions associated with the summer day time by limiting the data base to March,
April, September, October, and November. Radar data were available for a total of thirty days over
the five month period.

The analys,s begins with the measurement of the received backscdtter power and then with the
receiver calibration, antenna gain patterns, transmitter power and the assumed ionospheric parameters
for estimating propagation angles and absorption losses, the surface reflectivity is computed using
the radar equation.

-0 =(4Tr)R4 (O ) pR (mE/m2 )
TP G T It (Re)

R = range to the reflecting surface

SR = received backscatter power

L = ionospheric loss (one leg)

ST = transmitted power

GT = transmit antenna gain

GR = receive antenna gain

= wavelength of observing frequency

= pulse width

= azimuthal beamwidth

The ionospheric loss term is derived using the method of George and Bradley (Ref. 2). Antenna gain
factors were obtained from measurements perFormed in a cooperative program by Raytheon, Lincoln
Laboratory (Ref. 3) and the Rome Air Development Center (Ref, 4).

To insure tht the selected backscatter data was propagated by a one hop F(lF) mode it was
necessary to review manually the range/Doppler characteristics of the received signals. The received
signal for a given azimuth measurement is displayed in the format shown in Figure 2. Here the
Doppler spectrum over ± 15 Hz and 45 km range steps Is presented by printing the magnitude of the
received power (-dBW) in the appropriate range/Doppler location. This provides a pictorial overview
of the received power in a two dimensional format. To be accepted as lF-propagated surface clutter
the energy had to be concentrated in the narrow band centered on 0 Hz and be part of a continuum of
signals over a range interval appropriate for F mode coverage. In the example shown, clutter from
ionospheric irregularity produced measurable returned power at all Doppler frequencies in the range
interval from 900 to 1300 km (outside the area of interest for this study). Ground clutter returns
start around 2100 km and continue to 3400 km.

Additional criteria were imposed on the data selection which can best be described by visual-
izing the received power at 0 Hz Doppler, as a function of range as shown in Figure 3. To be
included in the data base used for this study, a received power sample had to occur at a range where
the ground backscatter signal was fully developed, i.e. not on the leading edge and more than 10 dB
above the noise level.
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Backscatter reflectivities. The values shown in Table 2 were determined using the relationship
for surface refelctivity described above. These values represent the upper decile of the data avail-
able from ninety hours of observations. The spread of the individual measurements below the upper
decile was consistently of the order of 20 dB indepEndent of the scattering medium, including the
Greenland ice cap. The upper decile value is cited so that, observed variability below that level can
be explained as the result of various loss factors.

TABLE 2. Uipper Decile Values of Surface Reflectivity dB(m2 /m2 )

Frequency 12MHz 15MHz 19MHz 24MHz

Surface

Sea Water -22 -24.5 -20 -23

Sea Ice -34 -39

Ice Cap -34 -37

Temporal variations. In an attempt to measure temnoral strocture of the variations in
reflectivity, the signals measured one minute apart from adjacent azimuth beams (9 corresponds to
"300 km transverse distance at the range of interest) were compared. Under these conditions the
scatter of the data points was substantially the same as previously measured. Unfortunately, it is
not possible to sample more frequently than once per hour at exactly the same azimuth. To the extent
that this 9o azimuthal change can be considered small and since the motionless ice cap shows the same
variability, these one minute fluctuations appear to be characteristic of the ionospheric propagation
path and loss factors. Some of the major contributors to the spread in these measurements would
include polarization, absorption and F-region irregularities. These factors, particularly absorption
(auroral) and F-region irregularities, are certainly enhanced by the proximity to the auroral zone,
even in daytime.

Azimuthal variations. If all equipment and propagation factors had been properly taken into
account, it is reasonable to expect a constant reflectivity for a given surface type (e.g. sea water)
independent of observing azimuth. This did not prove to be true when reflectivities at azimuths of
150, 230 and 490 were compared using data from September when sea water was present in the 1600-2100
km range segment. In order to understand this unpxpected result the Raytheon analysis of the Polar
Fox I data which produced a reflectivity value a , for every 75 km range interval was examined. One
significant difference is that the a values do not contain an ionospheric loss term and thus, what
is measured i: po with loss or p /(L2)2. These a* values, taken over the range interval from 1600 to
2050 km and at azimuths of 15, 29, 3T, 40, 49 and 60 degrees provided a sizeable data base for this
investigation of the azimuthal dependence of reflectivity. For a given range the ratios of
reflectivity for different azimuths were compared and the results showed the same azimuthal variation
"as the p. values. There is good agreement between the Raytheon analysis and the work presented
here.

Because the azimuthal variation of reflectivities is strikingly similar to the azimuthal antenna
patterns a careful review was made to insure that the antenna measurement results were reasonable and
had been correctly incorporated in the reflectivity calculations. The validity of the antenna
considerations having been confirmed there remains an unexplained but apparently real azimuthal lati-
tudinal variation of sea water backscatter reflectivity as shown in Figure 4. Assuming constancy of
the reflective properties of the sea and accepting the validity of the antenna pattern measurements,
it is necessary to compensate for this observed a-imuthal variation. Although the source of this
assumed propagation loss mechanism, which increases in a northerly direction is presently undetermined,
the 12 and 15 MHz reflectivity values have been corrected for it and these corrected values are shown
in Table 3,
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TABLE 3. Corrected Upper Decile Values of Surface Reflectivity dB(m 2 /m2)

Frcquency IV ,., 15 MHz 19 MHz 24 MHz

Surface

Sea Water -17 -20 -20 -23ISea Ice -25 -34
Ice Cap -31 -35

It can be seen from Figure 5 that the 12 and 15 MHz absorption values are in good agreement with
a frequency dependence of f- 2 and this relationship was used to correct the 19 and and 24 MHz
reflectivity values in Table 3. Since the sea water reflect;vity values at 19 and 24 M1z come only
from the 49 degree azimuth these values are unchanged.

Discussion

The upper decile value of reflectivity of sea water approaches -17 dB m2/m2  ith little variation
with frequency over the range of 12-24 MHz in these observations. The upoer decile value is cited so
that observed variability below that level can be explcined as the effect of the various loss factors.
Theo-y (Ref. 5) predicts that the first order scattering coefficient should be approximately -17 dB,
independent of sea state or frequency, in this region of the HF band. The independence of reflectiv-
ity with sea state is attributed to the fact that the waves effective in the scattering process are
hall the radar wavelength, or 6.5 to 12.5 meters for this study, and waves of these lengths are almost
always present and fully developcd to their maximum height c- the open ocean in the North Atlantic.

Because of the location of the sea ice ard ice cap regions, only narrow bands could be used for
illumination so inferences as to frequency dependence are impossible. It is clear that the radar
scrttering cross section of both these media are significantly below that of the open sea,

Perhaps the most interesting result of this study is the azimuthal or latitudinal variation. If
it is assumed that this variation is due to auroral absorption an inconsistency arises when the data
is compared to the measuiements of Hartz et al. (Ref. 6) or predictive models by Foppiano (Ref. 7)
and Basler (Ref. 8). These measurements and models do not show a consistent increase in absorption
from 65 to 72 degrees geomagnetic latitude as reflected in the present data. The thoroughness of the
antenna measurement effort and the reasonableness of the antenna pattern results require, however,
the postulation of scme loss (ionospheriz' absorption or scattering) mechanism.

Conclusion

The radar scattering cross eection of open sea water, sea ice or the Greenland ice cap are
sufficiently predictable to be useful in calibrating the system sensidivity of an OTH radar.
Questions that remain to be answered concern the variance in these ba(kscattered signals as a function
of averaging time and the geographical area illuminated.
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ADAPTIVE UTILIZATION OF HF PATHS: A WAY TO COPE WITH THE IONOSPHERIC LIMITATIONS AFFECTING MID-
LATITUDE AND TRANSAURORAL SHORT-WAVE LINKS

Ashok K. Gupta Mario D. Grossi
The Catholic University of America and Harvard-Smithsonian Center for Astrophysics
Washington, D.C. 20064 Cambridge, Massachusetts 02138

ABSTRACT

Pecent advances in HF path characterization as well as in microprocessor technology, coding
schemes and commuAication equipment, make it possible to conceive approaches of adaptive Ltilization
of HF propagation that promise a substantial improvement upon present-day HF circuit performance.

The paper discusses a new adaptive approach based on path sounding, channel probing, MFSK sig-
nalling and waveform diversity. The sounding and probing functions provide the initial ifformation
for the working of the adaptive control loops in a two-way, high data rate, adaptive exchange between
the two terminals of the link, with feedback acknowledgement.,

It is shown that the proposed method makes it possible to transmit a data rate of 24 Kbit/sec
witn an error rate of 1-4 (therefore suitable for high-quality digital voice) in a qingle hkp HF
ionospheric path established in mid-latitude or across the aurora belt.

1. INTRODUCTION

HF propagation paths are time-spread and frequency spread channels, and are characterized by
severe var;ability in the time dcmain of all their properties, inclusive of path losses. Improve-
ments over a present-day HF link's performance in terms of circuit reliability, data rate, and error
rate can be achieved only through the use of adaptive schemes that in principle appear to be able of
coping with the channel variability, if vhe necessary penalty in terms of equipment complexity is
willingly accepted.

This paper illustrates an adaptive method that makes it possible zo transmit a data rate of 24
Kbit/sec with an error rate of lO- (therefore suitable for high quality digital voice). in a single
hop ionospheric path established in mid-latitude or across the aurora belt. The proposed adaptive
approach ;s based on path sounding, chainEl probing, MFSK signalling and waveform diversity. The
real-time oblique ionospheric soundino and probing functions provide the initial information for the
working of the adaptive control loops in a two-way, h~gI dsta rate, adaptive exchange between the
two terminals of the link, with feedlack acknowledgement.

For the sake of illustration, we have assumed in this paper that the link has 1125 to 3375
carriers, respectively for a mid-latitude ind a taransadroral path, available in the HF band between
3MHz and 30MHz. A soundirg scan lasts 100 to lbO seconds and is repeated every 300 to 480 seconds.
The master station of the link, where the sounding xmitter is located, also generates the waveform
for channel orobino And inc~udes a complete terminal for two way digital communications. During the
pauses of emissions, measurements of noise and interference levels a-.e performed at both the master
and the slave station of the link, for use by decision-making microprocessors and control units. At
each terminal, the transmitting and ;'eceiviog fcikity could have separate units for sounding/prob-
ing and for commiunicating or these functions could be performed by the saie equipment in different
modes of operation. In the latter case, the equipment at the two terminals could be identical and
the assignment of the master and slave roles could be dictated by operational requirements.

By processing the data obtained b3 sounding and probing, it will be possible to select auto-
matically the group of frequencies to be Lsed for communicating. At each souneing cycle, information
about the frequency selection •nd about the waveform to bc employed is exchanged between termina.s
and used locally to acaieve adaptivity. During th- next sounding scan (performed at a ra.e cf one
every 5 to 8 minutes) the group of frequencies seiected for communication are oxcluded from the

sounding frequency plan. Instead, information on the changing status of the group of communicating
frequencies is obtained from measuremerts performed on the coded waveform that is part of the
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communication bit stream.

In Section 2, we illustrate the characterization of HF ionospheric paths, while in Section 3,
we discuss path sounding ann channel probing. Section 4 illustrates a communication approach applied
to mid-latitude and transauroral HF links, in order to counteract effectively ionospheric limitations.
Section 5 and 6 bripfly discuss, respectively, on an application of M-ary transmission to one-way
communications and on an application of adaptivity to a meteor burst channel.

2, HF IONOSPHERIC PATHS CHARACTERIZATION

The HF ionospheric channe., by virtue of energy propagating over many paths of different pro-
pagation delays, exhibits time dispersion (or frequency selective fading), and by virtue of time
variations of individuals phase-path lengths, exhibits frequency dispersion (or time-selective
fading). To represent this time and frequency selective faditig, various mathetratical moJels can be
formulated to identify its measurable parameters. These modes (or characterization) are also useful
in selecting measurement technqiues for the channel parameters. The selection of channel parameters
itself depends upon the particular application and upon the receiver structure. The general prin-
ciples involved in randomly mode'llng time-variant channels are well known [1,2,3,4,5j. 'these com-
pcsite filter models. The two types of models may be distinguished initially. A "multipath trans-
mission view" is suggested by identifiable mechanisms or paths of propagation between input and out-
put terminals. The composite filter view is a view whereby channel output is related to input by
means of mathematical operation involving a suitably defined system function.

In multipath view, the channel is Jescribed in terms of specular path, diffuse path or quasi-
specular path. The output of a given medium may actually consist of a linear combination of non-
diffuse and diffiese components, and different combinations may be necessary to describe the output
of the same median at different times. For example the sum of a few quasi-specular paths, each of
which fluctuates slowly relative to the fluctuations of the resultant signal, is modeled by a sample
function of a Gaussian process plus a speculir component, Such a combination maý be encountered over
HF links.

The representaticn of a channel outpLt in terms of a linear combination of non-diffuse and dif-
fuse signal models with stationi'y statistics transforms the characterization of 'he channel into
the specification of:

1. a multipath structire,

2. the relative intensities, and average delay 3nd doppler differences of the various distin-
guishable paths.

3. the statistical char~cter~stics of individual path delays and delay spread, and path doppler
snifts. Doppler spread and spectra. skewness.

4. the constitution and properties of the fine structure of each distinguishable path [i.e.,
its possible decomposition into the sum of non-diffuse (speculzr or quasi-specular) and
diffuse components] including tae relative characteristics of the components, and the
statistical properties of their paramecers.

When mooeled by a "composite filter." th2 varlablý. ,,ultipath naturn of the propagation process
over HF channels cause a number of effects of great importance in the evaluation of the signal trans-
mission nerformance of thre "equivalent" filter.

First, the group delay differences among the various paths cause the overall channel-composite
filter attenuation and delay characteristics to vary with frequency. If the delay-spread of the
significant paths is not a 4ery srall fraction of the reciprocal of the bandwidth occupied by the
signal, the various components of the signal will experience non-uniform attenuation and delay, which
results in signal waveform distortion. The characteristics of this distortion will be random for a
randomly time-variant linear channel.

Second, the fluctuatiuns in the relative characteristics cf the various paths cause eaci
frequency component in the signal to acquire a modulation of envelope and phase (and, hence, fre-
quency). This multipath-induced modulation causes the signal level to fluctuate up and down, which
raises the Dossibility of signal outages or dropouts, ear~i resulting from a "fade" or drop of the
received-signal strength below the threshold of acceptable performance in the presence of independent
additive disturbances. In addition, a non-zero delay spread arong the various paths limits the band-
width over which the flctuations experience by signal components at different frequencies wFll main-
tain toe necessary degree of mutual coherence to keep the resultant signal distorion below tolerable
bounds.
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Finally, the fluctuation ra,.c "nduced by the channel in a particular parameter of the carrier
sets a non-zero limit on the frequen(y content in the baseband spectrum that can be used to modulate
that particular carrier parameter if interference between the channel fluctuations and the desired
signal baseband waveform is to remaii negligible.

If the "composite" filter model is used, the time, frequency and/or statistical behavior of achannel-characteristic system function offers the basis for the definition of thW g"oss parameters
for describing the gross aspects of the channel response. The system functions for the Randomly
Tiae-Variant Linear (RTVL) Channels have been studied extensively in the past in the time domain
[e.g. sampling model (3)] or in frequency domain [e.g. paired-echo model (1)]. In time-domain
approximation of the system function, there is no explicit quantitative indication of how well the
result approximates the frequency-domain characteristics. In practical applications, one is usually
concerned with how well the actual filter characteristics can be approximated by a given number of
paths, or "taps." The paired-echo model was proposed to minimize the number of taps required to
approximate the system function in frequency domain,

In all signal models, the fading characteristics of the channel is incorporated by varying the
tap or path cnefificient, corresponding to the fading rate or the fading bandwidth of the channel.
Recently a complex filtering technique (5) has been developed to simulate Asymmetrical Doppler-shift-
ed Narrowband Gaussian (ADS-NBG) channels, W.th this technique, it became possible to account for
some additional channel parameters not considered before, such as the non-zero centroid and the skew-
ness of fading spectrum (or of the spectrum of the extended channel comprising the fading channel
and receiver processing filters). Such spectral shapes are known to occur in troposcatter channels
(5) and in the HF transauroral channels, of direct interest here (6). The reasons for this non-zero
Doppler shift and for the asymmetry in the spectrum of the baseband process are:-

1. Doppler shift (see Figure 1). This may be due to "offset" in the tuning of the link's
oscillators, to time changes in the refractive/scattering properties of the medium, etc.

2. Asymmetry in the spectrum (see Figure 2). This may be due to the geometrical asymmetrics
in 'he link (off-great-circles-path superimposition to the main path), asymmetrics in the receiver
filters (RF, IF or baseband), etc.

Theoretical interpretations developed thus far account only for the Doppler shift due to the
frequency offset in the local oscillator at the receiver. No analytical description had been worked
out before in order to account for the shift due to propagation medium and for the asymmetry in the
received baseband spectrum. Figure 3 shows a typical representation available in the literature for
the received spectrum which is clearly symmetrical.
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This spectrum is then shifted by the "spectral-shift unit" to simulate the frequency offset in the
receiver oscillators. In (5) an analytical representatioln of the channel has been developed that
fully accounts for all aspects of the two phenomenon mentioned above, thereby removing the limita-
tions in the present channel simulators. The effects of non-zero centroid and skewness of ;.ie fad-
ing spectrum on the binary-error probabilities of incoherent and differentially coherent phase-
reversal matched filter receivers employing post-detection diversity combining has been investigated
in (7). The results of this investigation to the HF links is a topic of continued research.

In practical applications, the input to the channel is time-limited and the output spectrum is
confined by a bandpass filt•r. Thereforr a discrete channel model is also 3f interest and has been
developed in (8) where the time-frequency plane model is derived from a scattering function. The
signal desig, approach discussed in this paoer (see Section 4) is based upon this discrete channel
model. With this model, it also became possible to demonstrate the various shapes of the possible
delay-Doppler occupancy patterns. If the input to a channel is confined by a time gate to the time
interval 0 < t < T and the output spectrum is confined by a bandpass filter to the frequency inter-
val - W < w < , then the number of coeff 4 cienti of significant amplitudes can be determined by how
many 2 rect3 2 rectangles of dimension j- can be fit into the delay-Doppler occupancy pattern.if
If SA is the area of one such region, TW then the number of coefficients of significant amplitude
or diversity 4 can be expressed as

Z-TW SA (1)

In tne signal design approach discussed here, TW = I is assumed and therefore

i- q SA (2)
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3. PATH SOUNDING AND CHANNEL PROBING

3.1 Transmission Parameters and Their Measurements

In light of the discussion in Section 2, the gross transmisslon parameters, importart in
characterizing the effects of RiTVL medium upon broad classes of signals are (1): the outage (drop-
out or fade out); the dealy soread; the coherence bandwidth; the diversity bandwidth; the spect,-al
moments of She Doppler spectrum (Doppler-shift, Doppler spread, spectral skewness etc.): the diver;-
sity time; the instantaneous channel function; the second-order channel functions. Theýe param2ters
are not all independent. For example, the coherence bandwidth is inversely proportional to the de-
lay spread.,

The measure of communication channels is important in digital conmnunications because high-speed
digital data transmission requires considerable knowledge and equalization of channel characteris-
tics. It is known (3) that the problem of the measuremenit of system functions of randum time-invari-
ant channels differs from the corresponding problem for time-variant channels in that, even in the
absence of noise, the random system function may be unmeasurable. Kailath introduced a channel
parameter called a "spread factor" as the measurability criterlor. This parameter is the produce of
Bmax, the maximum rate of variation of the system in Hz, and Lmax, the maximum multipath spread of
the channel in seconds. According to Kailath, the system functions of a linear chanliel can not be
measured if the "rectangular spread factor" of the channel SR (= Bmax Lmax) > I and if no further
information than Bmax, Lmax is known about the channel. However, he was careful to point out that
additional channel knowledge would generally allow exact channel measurement even though Bmax Lmax>l,
Based upon the discrete representations of the channel corresponding to input-time and output band-
with constraints (Section 2), Bello (8) proposed the region of the non-zero delay-Dopper occupancy
pattern being less than unity as the less stringent measurability criterion. This new channel para-
meter is called the area- spread factor of the channel SA Another method of evaluating the "spread
factor" of the channel is to define the spread factor as the ratio of the bandwidth of the fast
fluctuations and the correlation bandwidth of the channel being measured. Fortunately except for
certain esoteric radio channels (for example, the orbital radio channels), the spread factor Is less
than unity and thus the measurement techniques described below are generally quite useful.'

These measurement techniques for a random dispersive channel are analyzed in (9) in three
levels of increasing complpxlty:

a. the measurement of multipath spread and Doppler spread, and Doppler shift and spectral
skewness.

b. the measurement of second-oder channel functions,

c. the measurement of instantaneous channel functions.

For the parameters in (a), measurement techniques used are based upon differentiation, level-
crossing and correlation (lD). For (b), the techniques used are correlation technique multitone
technique, pulse-pair and chip techniques [see ref. (7)]. For the measurement of the instantaneous
values of the channel functions, the cross-correlation, multitone and pulse pair techniques are
used [see ref. (7)].

Since the signal design approach discussed in Section 4 only requires the measurement of
Doppler spread and multipath spread, we limit ourselves to the probing of these two channel para-
meters.

3.2 General Remarks

It would be important to know accurately the time variability and the related statistics of
such fundamental parankters as path losses, noise and interference spectral density, multipath spread
and doppler spread. Unfortunately these are known only in particular cases so that a reliable exper-
imental investigation on the properties above is thus far an unfulfilled requirement. In general,
we can say that these ionospheric channels exhibit time fadings that are important in determininq
the design of the signal and, in addition, show long-term variations due to large-scale fluctuations
of the medium. Such slow effects have a time constant significantly greater than 5 to 10 minutes,
an interval of time selected (as will be seen in the follcwing sections) as the basic sounding/
probing periodicity. Adaptive approaches to the communication problem are required to circumvent
this long-term variabillty in propaqation conditions.

In this paper, we make the usual distinction between path sounding and channel probing, with
the former devoted to the measurement of path losses and of noise and interference levels, and with
the latter devoted to measurement of such parameters as multipath spread and Doppler spread. The
following criteria were adopted:
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1. The link is assumed reciprocal, except for the noise and interference levels at each temi-
nal. Therefore, the decision on the frequencies to be used (this decision is the output of the
sounding operation) is based on the measurement of interference and noise both at the master and at
the slave station, and on the one-way measurement of the path losses between the two.

2. Processing of multipath spread and Doppler spreao (the basic operation of the channel prob-
ing activity) is performed at the slave station and the results are transmitted back to the master
station, for use in the final ý.'lection of the frequencies to be used in Lommunicating.

3. Channel probing is to be undertaken only at the best frequencies put in evidence by the path
sounding, in order to shorten the overall cycle sounding/probing.

"As far as the estimate is concerned of the path ;oss and of the time/frequency spreads, we would
like, ideally, to provide a reliable estimate of all the parameters indicated in Figure 4 for each
path of interest in our study. They are the quantities Bd, Bo, Bm, S(&,v). Actually it would be
sufficient to simplify the scattering function to a group of N gaussoides, with Bo = 0, Bd = 0, and
to reduce therefore the scattering function to the analytical expression

S(ý,V) =~Pi(2nBL1V1 exp ~- (r rO~ +(3

In this formula, the parameter N represents the number of paths in the structure ri and Li are
the mean delay and tie multipath spread, B is the Doppler spread of the path, and Pi denotes the
relative strength of the ith path.

Further simplification can be achieved by representing the sccttering function S(ý,v) as a
single gaussoid, whose amplitude is a function of the path losses aad whose widths Ltot and Btot are
respectively the total time spread and the total Doppler spread.

Because of the time variability of the path, we also require the knowledge of the statistical
properties of all these parameters, so that we can compute their median values and plot the curves
that provide the percentage of the time (y-axis) during which path losses, the multipath spread and
the Doppler spread exceed the wvlue of the abscissa (x-axis). Unfortunately only fragmentary data
exist that are usable to this end.

First, let's review the case of a cne-hop HF patn in mild-latitude. Davies (11) gives a step-
by-step procedure that can be easily followed and leads to a reliable estimate of the path losses.
For a path with a length 2.5 megameters working at such a frequency f that 0.85 MUF4000 < f < MUF-
4000, a typical value of path losses (inclusive of ibsorption losses and of antenna gains) is 130 dB.

Figure 4.
Multimodal Scattering Function.

~O d

"Few theoretical formulations and even fewer experimental data are available on the multipath spread
and Doppler spread of single-hop HF paths in mid-latitude. Bailey (12) investigated the HF multi-
path spread phenomenon and its dependence upon operating frequency (specifically, upon its ratio to
the MUF). He also included in his analysis the dependence of multipath spread on path length, link
location, local time as well as season. This analysis shows that in a 2.5 megameter path, when using
a working frequency of 0.9-MUF4000, the time spread L e 100 microsec. Reliable statistics on the
time spread are available. Concerning now the Doppler spread of a mid-latitude one-hop HF path, we
can estimate a median value of 0.1 Hz. For this parameter too, a reliable statistic is an unfilfill
illed requirement.

Let's review now the case of a transauroral path. Lomax (13), Shaver et al. (14), and Shepherd
and Lomax (15) have reported on experimental measurements of high-latitude lFT -rpagation character-
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istics, specifically for the frequency of 7.366 MHz. These authors found that winter propagaticn
(inclusive of "normal" and "off-path" rays) is characterized by a time spread of approximately 1200
microseconds and by a Doppler spread of approximately I Hz. Summer propagation shows Doppler spread
up to 20 Hz, although most of the signal energy was received within 0.5 Hz from the carrier. Data
on transauroral-path losses at HF are scant, although these are certainly larger than in mid-latitude
paths. In our study we have assumed two values for this parameter, 150 dB and 165 dB. An estimate
of the percentage of time during which these values will be exceeded is, however, lacking.

As far as noise and interference is concerned, their levels at the two terminals of the link
will not be the same, therefore these measurements must be performed at both stations.

Receiver front-end noise will be negligible at HF with respect to background noise (atmospheric
and galactic) and with respect to man-made interference. Table 1 provides an estimate in dB above
KTB of the atmospheric and galactic noise level at 20 MHz, for various seasons and ,ours of the day.

Table 1. Atmospheric and Galactic Noise (db above KTB)

20 MHz
Hours Aamo. Galactic

Winter 0000-0400 22 22
0400-0800 24 22

0800-1200 28 22

1200-1600 42 22

1600-2000 37 22

2000-2400 30 22

Sprtrg 0000-0400 30 { 22
0400-0800 25 22
0800-1200 34 22
1200-1600 45 22
1600-2000 37 22

2000-2400 39 22

Summer 0000-0400 22 22

0400-0800 25 22
0800-1200 25 22

1200-1600 36 22

1600-2000 34 22
2000-2400 30 22

Autumn 0000-0400 25 22
0400-0800 20 22

2000-1200 36 22

1200-1600 38 22

1600-2000 40 22
2000-2400 36 22

Interference into the receivers of the link from nearby transmitters, or from co-channel
emissions, either at close range or at a distance, as well as man-made noise will be the predominant
factors in establishing the overall signal-to-(noise + interference) ratio at a given carrier of the
HF link, As it will be discussed later on in this paper, the adaptive scheme that we propose will
use a waveform characterized by the presence of numerous spectral lines and the noise + interference
level at each one of them will be vorified in order to exclude the most interfered ones.

After review of CUR Report No. 65, we have adopted in our analysis two values for the level of
noise + interference; +30 dB and +45 dB above KTB.

Table 2 summarizes the channel properties that we have assumed as educated guesses for our study
of adaptive HF propagation path utilization.
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Table 2. HF Channel Properties

Mitdlatitude Path Transauroral Path

Mutt ipath Spread 100 ;isec 1500 usec

Doppler Spread 0.1 Hz 10 Hz
I 150 dB

Path Losses 130 dB 165 dB

Noise + Interference 130 dB I 30 dB
(above KTB) 45 dB (45 dB

3.3 Path Sounding

Path sounding has the scope of measuring path losses at an adequate number of spot frequencies
in the band of interest (3 MHz to 30 MHz) and of measuring at the same time n3ise and interference
levels, at the same frequencies and at both ends of the link,

Table 3 gives the parameters of the proposed sounding scan. The master station radiates
sequentially 1125 to 3750 carriers to cover the 3-MHz to 30-MHz band, in a tirne int2rval 100 to 160
seconds (88 milliseconds to 47 milliseconds per carrier). Of the two numbers given abcve for each
sounding parameter, the first applies to a mid-latitude path, the second to a transauroral path.
The scan is tepeated every 5 to 8 minutes.

Once a set of frequencies has been chosen for communicating, it is automatically excluded from
next sounding cycle. However, information on the channel status for each one of the frequencies thus
excluded from sounding and probing is still updated once every 5 to 8 minutes by measurements per-
formed on the communication waveform. Frequency switching is preceded by a "tone" of notification
and takes place even while communications go on, for the case in which the channel deteriorates and
another set of frequencies is found more suitable for carrying out the communications.

The block diagram in Figure 5 has been worked out for Link Configuration I (two-way adaptive
link) and illustrates the various functions of the two terminals of the link. Here, one-way sound-
ing and probing is achieved from the master station to the slave station. Acknowledgement is from
the slave to the master station. Finally, communication is a two-way exchange between the stations.

Table 3. Sounding/Probing Scan Parameters

Midlatitude Path Transauroral Path

Band coiered 3 MHz-30 MHz 3 MHz-30 MHz

Number of spot frequencies 1125 3375

Separation between two 24 Kliz 8 KHz*
adjacent spot frequencies

Sounding scan time 100 seconds 160 seconds

Rate of sounding scan one every one every
repetition 300 seconds 480 seconds

Dwelling tume per spct 88 millisec 47 millisec
frequency

Nominal bandwidth of 24 KIIz 8 Kliz
sounding receiver

I Width of sounding pulse 41.5 microsec 125 mtcrosec

jPulse repetition frequency 100 pps 100 pps

Pulses per dwelling time 8 pulses 4 pulses

I PRF duty cycle 10-3 1.25 10-2

Noise and interference 53 millisec 47 millisec K This value is chosen because 8
m.easurement's integration KHz is the bandwidth of the
Itime. for each spot signal waveform selected for
frequency the transauroral link. The

Overall noise and inter- 60 seconds 160 seconds only 666 Hz.
ference measurement
time
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Mid-latitude link
Step 1 - 100 seconds devoteo to sounding operation.

Step 2 - 60 seconds devoted to measurement of noise and interfirence at both Lerminals of the
link,

Step . - 20 seconds Oevoted to computations, taking into account the need of accumulatirng at a
single term-.ial (the slave station) the information pertaining to noise and interfer-
ence at beth terminals. During this. step, the micrprocessor at the slave station
selects the frequencies and designates thein to the master station.

Step 4 - 100 seconds devoted to channel probing, to be performed only at the frequencies
designated by Step 3.

Step 5 - 20 seconds devoted to computations, acknowledgement and information exchange between
the two terminals, in order to perform the final selection of frequencies to be used
in communications, by taking into account the data on multipath spread and Doppler
spread.

Step 6 - The two terminals are now ready to initiate communications. The frequencies finally
adopted for communications are excluded from next soundi'ng/probing cycle (one every
300 seconds), although they continue to be monitored by measurements on the modulation
waveform'.

Transuroral link

Step 1 - 160 seconds

Step 2 - 160 seconds

Step 3 - 20 seconds

Step 4 - 120 seconds
Step 5 - 20 seconds

Step 6 - The two terminals are now ready to initiate communications. The sounding/probing
cycle is repeated every 8 minutes (480 seconds).

Communications are therefore inhibited only in the first 300 (or 480 seconds) of link operation.
After this initial adaptive adjustments of the link's terminals, any readjustment is performed with-
out requiring a discontinuation of communications.

EM t Steve Station -

S.. "--',....

Figure 5. Simpllfied Block Diagram of Link's Terminals
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3.4 Channel Probing

The channel probing i. aimed at gathering information on the time and frequency dispersive
effects of the HF propagation, after the path sounding has determined path losses and noise plus
interference levels at the available spectral lines, and has identified the frequencies promising
enough to be worthy of the channel-probing effort. All these functions are slowly varying functions,
so that onm sample very 5 to 8 minutes is adequate.

The measurement of multipath spread and of the Doppler spread can be achieved with a variety of
methods, either based on the direct measurement of these two quantities or on indirect measurements
such as the one3 based on the fact that, at a given frequency, the reciprocal of the Doppler spread
gives the e.m. wave fading period or that the reciprocal of the multipath spread, at a given instant
in time, gives tho frequency interval within which carriers fade coherently. Because the amount of
time required to process the information on the dispersive properties of each channel is not trivial,
we propose to perform these measuremeiits only for those frequencies for which path sounding has in-
dicated acceptable path losses and affordable noise and ir.terference levels.

Measurement of the Doppler-spread is based on the fact that, when a CW tone is transmitted, the
received process is narrowbnad Gaussian due to doppler spreading characteristics of the channel.
Since the Doppler-spredd is the rms bandwidth (second central moment) of the Doppler spectrum of the
complex envelope of the narrow-band Gaussian process, the methods surmmarized in (16) can be used.
These methods utilizes the inphase and quadrature components, a(t) and 8(b), of the complex envelope
of the received process.

The inphase and quadrature components can be determined by multiplying the received carrier by
both a local carrier and a 90* shi~ted local carrier at the same frequency as the received carrier
(or as near to the same frequency as possible) and then extracting the low-frequency components.
Strictly speaking, Doppler spread is independert of the Doppler-shift, thus precise knowledge of the
received carrier frequency is not necessary., However, as the local carrier frequency departs from
the received carrier frequency, the extracted a(t) and'o(t) increase in bandwidth, necessitating
larger bandwidth filters and passing more noise. Thus, from the pcint of view of maximizing signal-
to-noise ratio, it is desirable to keep the local carrier frequency as near as possible to the
received signal frequency. If the transmitter and receiver oscillators are not phase coherent, the
Doppler-spread can be measured by the use of only the enyelope or more generally any well-behaved
nonlinear functions of the envelope of the received carrier U,1). Fading rates have also been
determined by measuring the average number of times/unit time the envelope of the received carrier
crossed a specified level, or by computing the zero crossings of the inphase (or in quadrature)
compcient of the narrowband Gaussian process [see ref. of Rice in (16)].

The multipath spread parameter is a measure of the dispersion in path delays suffered by a proc-
cess propagated through a random channel. From a strictly mathematical point of view, the multipath
spread measurement problem is entirely analogus (dual) to the Doppler-spread measurement problem.
The processing 4s now done on the complex amplitde spectrum of the received transient, similar to
the methods discussed for the measurement of Doppler spread.

The techniques discussed earlier for the instantaneous measurement of Doppler and multipath
spread require either the extraction of complex envelopes or envelopes of the received carriers. in
(18), FM and SSB techniques have been discussed which simultaneously measure both the parameters from
the envelopes of the received carriers. In SSB (single side band) technique, two carriers separated
by F Hz are transmitted and from the received detected envelopes, represented by Et (f+F) and Et (f),
the Doppler spread and multipath spread are measured simultaneously as shown in Figure 6.

CARRIER ENVEL.OPE LOW PASS *.1

NO I DETECTOR FILTER

SFigure 6.
MULTIPI Simultaneous Measurement of
M Doppler Spread and Multipath

REE Spread Using Envelopes Only
ENVELOPE L . by the SSB Techniques.

CARRIDER E' LOW-AS SQUARE AVERAGE
NOO 2- 2TCO FILT.ZR

DOPPLER

DIFR. SUARE AVERAG
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4. COMMUNICATION METHOD, ADAPTIVITY AND DIVERSITY

4.1 Discussion of Diversity and Adaptivity

The signal design approach adopted in this paper makes it possible to provide a data rate of 24
kbits/sec with an error probability of 10-4, therefore suitable for high quality digital voice. The
system is adaptive in the sense that, at any given time, it makes use uf sounding information and of
the probing information to translate the transmitted spectrum around the carrier which yields the
best signal-to-noise ratio. The use of relatively wideband, aside from allowing the trarsmission of
a high data rate, provides inherent diversity and therefore protection against fading. FurthPrmore,
since the transmitted energy is spread over a considerable range of frequencies, the interfering
effects of the communication waveform on other systems operating in the same frequency interval will
be obviously reduced.

The communication method urider discussion1 [see ref. (19) for details] is based on dividing the
time-frequency plane in intervals of duration E (B is the Doppler spread) in time axis and in inter-
vals of duration 1 (L is the multipath spread) in frequency axis. Each rectangle represents a por-
tion of the time-Lfrequency plane with approximately correlated fading. This method is applied to
two cases. Case 1 corresponds to a mid-latitude link and Case 2 corresponds to a transauroral link.
The pertinent properties of these links are summarized in Table 2. The diversity situation is ver

* different in the two cases. In Case 1, the basic diversity cell is a rectangle of size W- I= lO
Hz x 10 sec and in Case 2, the cell size is 667 Hz x 10-' sec. L B

To start with, we use FSK modulation. We will then extend this analysis to MFSK signalling.
We assume that the two transmitted FSK signals (marks and space) are composed of n chips, arranged
in time sequence, in parallel, or in some arbitrary series-parallel combination. We also assume TW
1 for the radiated waveform. Let E be the total energy received in all n chips. The diversity per
chip Z- is given by the expressions contained in Table 4., If the mark (space) contains n chips, the
total signal diversity is Rn.

If Then Table 4.
mBT < 1 and LW < I Z = I Expressions to be Used

in the Computation of

BT < I and LW >I Z = LW the Diversity Z

BT_> I and LW < I Z = BT

BT > 1 and LW> I Z = BL

In the case of a binary alphabet, the probability of error is given by

I E A(y)

Pe t 0.2 e- No (4)

where No is the noise-power density (watts/wz) and the A(y) is efficiency function plotted in Figure
7. Pe is minimum when A(y) is maximum which occurs at y e 0.35, where A(y) B 0.3.

Figure 7.
Efficiency Function A(y).

y Z n
E/No

For Case 1, in order to achieve Pe lO"1, from (4) with A(y) = 0.3, E 55,
- E 55 (5)

Since y - 0.35, we have
E/Nm - 0.35 x 55 ' 20 (6)

In order to find n, we must determine BL + LW so that we can find •- from Table 4. Since R =S~24 kbits/sec,
T 1 4.15 Psec and W= l= 24 kHz (7)

R T
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Thus BT = 0.1 x 41.5 x 10-6 < 1 and LW 10-4 x 24 x 103 > 1 (8)

Therefore from Taole 4,

-- = LW = 2.4 (9)

From (6) ano (9), one obtains
n=20 9 (10)

This diversity, required to counteract fading, can be achieved for instance by signalling
simultaneously on nine carriers, each with a 24-kHz bandwidth. Minimum separation between two
adjacent carriers is also about 24 kHz.

Counteracting fading is not, however, the only probelm that we have to solve in order to
reliably transmit at 24 kbit/sec data rate. In fact, our basic bit length is 41.5 usec, while the
time spread of the channel is l00psec. Consequently, we need a number of groups of frequencies (each
with nine lines) as computed from

T + L = I + 100 - 4 (11
T 41.5

Thus one can compute the total bandwidth occupancy of the link as

2 x 9 x 4 x 24 kHz =1.728 MHz (12)

mark & carriers groups bandwidth
space per group per carrier

Total number of carriers used = 2 x 9 x 4 = 72.

The above figures apply to simplex communications and must be multi.lied by 2 to achieve duplex
connection. To estimate the required transmitted power for the two cases of noise and interference
levels, one has

No = l03 (kT) = 4.14 x 10-18 watts/Hz

The required signal power is therefore

5 N0  5.48 x watts

Since path losses for Case 1 are 130 dB, inclusive of antenna qains, the transmitted power is

PT = 1013 Pr = 55 watts (13)

Under the assumption that noise and interference amount is +45 dB above kTB,

- r = 1.74 kwatt (14)

For Case 2 (see Table 2), we have

SBT =1041.5 x 10-6 < 1 and LW = 1.5 x 10-3 x 24 x 10 3 > l

Therefore Z = LW = 24 1.5 = 36. Table 5 illustrates the transmitter power requirements in this
case. Since Z-n = 20, a single chip (n=l) is more than enough. The number of carriers per group is
decreased from Case I to Case 2, froml 1; however, there is a severe deterioration in inter-
symbol interference. Since I.±k=1 ?568 L' 38, we have 38 independent group of frequencies. The
estimate of total bandwidth T 41.5 occupancy is

2 x 1 x 38 x 24 kHz = 1.82 MHz (15)

with ? x l x 38 =76 number of carriers.

Noise and Interference Required Transmitter Table 5.
Path Losses Level Power Transmitter Power Requirements

in Transauroral Paths for
+30 dB above KTB 5.5 K watts inary Waveform s.

150dB +45 dB above KTB 174 K watts Binary Waveforms.

130 dB above KTB 174 K watts165 dl +45 dB above KTB 5. 5 M watts

Not withstanding the large differences between Gase 1 and Case 2, as far as the diversity con-
dition is concerned, there is a close similarity between the two cases in terms of total bandwidth
occupancy and total number of carriers used. These results give a clear indication how the adapti-
vity of the system could work. if we have available for instance 76 spectral lines in the HF band,
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each with a bandwidth of 24 kHz, we could arrange 72 of them into four groups of nine carriers when
the path is Case 1 type or we could use all 76 of them (Case 2) In 38 groups, each witi, a single
carrier. This adaptivity adjustment to path conditions could be made based on the result of path
sounding and channel probing.

4.2 The Use of M-Ary Codes

A substantial improvement in the link's performance can be obtained by using M-ary codes (or
MFSK signalling). In our study we have considered M=8, which makes it possible to achieve a data
rate of 24 kilobit/sec with a pulse length T = 41.5 log2 8 = 125psec and bandwidth W = 8 khz. Since

Pbit'M = 2k-l 'bit' binary (16)

then for Pbit' M= 1O'l40x

Pbit,binary ý -= 2.5 x l0"s (17)

Now following the stpes of (4 to 10), one can obtain Z- = 1 for Case 1 and 1- = 12 for Case 2.
Since Zn = 20 for both cases, we need 20 carriers, each with a bandwidth of 8 kHz and 2 such groups

* for Case 1 and 2 carriers with the same bandwvidth ind 13 groups in Case 2 to counteract fading and
inter-symbol interference. To obtain an estimate of the total bandwidth occupancy required by the
MFSK (with M=8) link, we fave for Lase 1

2 x 8 x 20 x 2 x 8 kHz = 5.12 MHz and 2 x 8 x 2 x 1  . mz = 3.3

MHz for Case 2. Similari.y for simplex link, the total number of carriers used are 640 and 416
respectively for Case 1 and 2.

Concerning the chip energy, we point out that in the M-a-y codes, the time duration of the chip
is log2 M longer than in the binary case. Therefore we need smaller (by the factor of log2 M) E/No
than computed as in (20). The required levels of transmittdd power are given in Table 6. It can be
"seen that there is a factor of almost 10 improvement with respect to the binary-system approach, at
the expense of bandwidth occupancy and equipment complexity.

Noise and Required Radiated Equivalent Table 6.
Interference rransmittcr Po.,er Power in a

Path Losses Level Power Density 3-Kilz Channel Transmitter Power Requirements
in HF Paths for M-ary Trans-

Pilidiatitude mission With M = 8.
Ph +30 dtt above KTB 6.67 katts 1.3 10-6 watts 4 millhwatts -

130 d3 +45 dB above KTB 211 watts 4.11 10 -I7 123 rnilliwatts

Transauroral *Note: Pulsewidth = 125 microsec
Path

150 "13 430 dB above KTrB 667 atts 2.4 10-4 watts 0.6 watts
-45 dB above KTB 21. 1Kwatts 6.34 103=z 19watts

165 dB +30 dB above KTB 21. 1 K watts 6.34 10-3 19 watts

+45 dB above KTB 667 Kwatts 2 10-1 600 watts

The power densities (watts/Hz) radiated by the proposed M-ary coded emissions are given in the
fourth column of Table 6. The equipment power of a transmitter that would generate equal power

A density in a 2-kHz voice channel is given in the fifth column of the same table. These levels are
relatively low, with the exception of the one on the last line. We have also to point out that our
transmitter would be even less bothersome because the emissions would not stay consistently on the
same frequencies, but would wander around to follow the adaptivity instructions generated by the
microprocessors and control logies.

5. NON-ADAPTIVE, ONE-WAY LINK FOR INFORMATION TRANSFER WITHOUT FEEDBACK ACKNOWLEDGEMENT

There are cases in which it is neither operationally possible nor advisable to establish a two-
way link with feedback acknowledgement between two terminals. This case is HF communication is
"normally hal~dled by repeating the message cn several frequencies,

Another alternative, that uses some of the concepts of M-ary transmission discussed in Section
4, would be to specttally spread the information (in the limit, to the entire HF band) so that even
if a portion of the HF band is lost, still the residual waveform arriving to the rL-ceiver could carry
intelligible information., An example of this approach is contained in Section 2.7 of Gupta and
Grossi, 1980 (7).
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6. APPLICATION OF ADAPTIVITY AND M-ARY CODES TO OTHER DISPERSIVE
CHANNELS, SUCH AS METEOR BURST CHANNEL

The adaptivity approach discussed in this paper, although general, is specifically referred to
two cases of HF communciations: a mid-latitude link and a transau-oral link. These links are
characterized by different path losses, doppler and multipath spread. Application of this approach
to a meteor burst channel, characterized by time-varying path losses, time-varying Doppler and multi-
path spread is oarticularly of interest. For a 4MHz system and assumed link and error rate (5l5-3),
Grossi and Javed (20) obtained the data rate which decreased from the time of trail's formulation to
the end of the trail life time.

This limitation of decreasing data rate can be removed by the use of M-ary codes. Since the
data rate for M-ary bignalling is log12 M times that of binary modulation, variable M-ary signalling
can be adopted to counteract the increasing multipath spread. Larger the multipath spread, larger
the value of M is required to maintain the constant data rate at a specified performance over the
entire trail life. Thus higher data rate can be achieved for meteor burst link with the use of
variable M-ary signalling.

7. CONCLUSIONS AND RECOMMENDATIONS

The conclusions of our study on adaptive utilization of HF propagation paths indicate that by
spreading the radiated power across several MHzof bandwidth occupancy, it is possible to counteract
effectively both waveform fading and inter-symbol interference. By this method, data rates of 24
Kbit/sec with 1O-4 error rates are possible. If this is confirmed by the proposed experimentation,
HF would acquire a reliability and channel capacity of the degree that is enjoyed by other communica-
tion- media. The penalty that must be paid to achieve these results is equipment complexity and
bandwidth occupancy. Concerning the first point, modern advances in microprocessor technology, high-
density packaging, frequency agility, etc., offer concrete promises. As far as the second point is
concerned, the power of the transmitter is so spread that the link would hardly interfere (and for
not very long time intervals, because of frequency wandering) with a receiving site.

Our reconmendation is that additional R&D activity be performed in three basic directions- a
deeper understanding o- the propagation properties of the two types of paths considered, a gathering
of experimental data, and an engineering study of the availability and applicability of such modern
technological breakthroughs as microprocessors, frequency-agile transmitters and receivers, broad-
band HF antennas and matching units, switch circuits, decision logics, etc.
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4M.,TIPAMI EM IN THE ATWS-SALISBUIr T.E.P LINK

G.Stephanou, C.Caroubalos and N.Corallis

UnIversity of Athens, Departbnt of Physics

Division of Electronics , ATHWIS / (RpEEX

ABSTRAC

In this papEr a systematic investigati,- of radio-p ulses propagation tixre, as well as ,of double-
pulses delay time is reported, concerning th'P Athens-s;lisbury (6250 Mm) T.E.P link at 34.6 M!z.

A computer simulation, by a ray trac 'g program is employed, in order to elucidate the path type

that could realize the link, (in the case of a simple oy a double-pulse) and also to estimate the
corresponding pronagation dimes.

The results calculated in this way, are compared with the experimenta. ones and are used to inter-

pret the seasonal variation of the relative delay times of the second rulse.
S1. IMMX) NI

Over the past thirty years reports have been accirul, ted in the literature dealing with unusual

VHF conditions in and across the equatorial %gions. In spite of -iis, the evidence is r-aither nume-
rous nor concise enough in order to lead tu a generally accepted theory of mrode structare fc.. Trans-
DEuatorial Propagation (T.E.P) . Besides the coxplexity of the ionosphere over the equatorial regions

• I this has also been inhibited because of difficulties associated with coordinating eviderce and theory,
based upon test program widely spaced in time, geograpýic location and primary objective.

One of the methods that can be used to deduce characteiistics of the T.E.P patn ,rrde structure is
rmeasuring the absolute time of flight (propagation time) of radio pulses travelling beýQw-en tvc, mcpe-
rimental sites. When this is done, the existencc•'of multipath is associated either with the broadening

arxi / or the doubling of received pulses.

Mile double-pilse reception, in T.E.P, has been reported by several researchers, systanatic ims-
stigation of this has not yet been undertaken. Moreover the existence of the second pulse has not yet
been adequately explained.

The nF transnission model proposed by Villard et al. (1957) to explain T.E.P , is generally accep-
ted , amng the investigators, for the occurence of a single pulse or the first pulse of a douple pu-
lse ornfiguration. On the contrary a variety of suqgestions have been proposed for the second pulse

According to B et al. (1968) the second pulse can be attributed to field-guided paths prooosed
by OEAYASHI (1959).

ANASTASSIADIS and AM'IEIADIS (1972) accept the possibility of a comon 2F path to explain multi-
path propagation observed in the Athens-Rma T.E.P link. The second pulse is also attributed (VASSILA-

RAS 1973) to the high angle (of arrival) rays of a F path.

MagrMetoionic splitting and off-great circle propagation have also been considered ((ARM•4 et al

1973) responsible for the various signal fading-fonms recorded in the Athens-Pxna link.

In this paper a systematic investigation of radio puls% propagatiun times, as well as double-pulse
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configuration delay times is reported. The coputer simulation results obtained for the interpretation

of cur observations are also presented and discussed in comparison with then.

2. EXPERU%'*IL SET UP AND REULTS

The experimental arrangement for the measur•ments reported here, has been briefly described by

ANASTASSIACES and ANUOTtIADIS (1972) . Figure I shows the propagation path involved.

In this experiment, the frequencies employed for transnission .-£mxn Athens to Salisbury and vice

versa are 34.0 bliz and 33.8 M!z respectively. The low-por (100 W) pulse transnitters at each end of

the link were coupled to horizontal Yagi autennas. The outputs of the receivers at the Athens reoeiv-

ing centre were connected to a 556 Tektronix oscilloscope used on the delayed sweep mode ( see Fig. 2)

With a pulse width of 200 psec, this arrangemmt provides propagation tine measurements accurate

to ±50 usec for the &ouble path propagation tine, of the order of 43 msec. This accuracy is determi-

ned by the resolution that can be achieved with the receiver bardwidth of H KHz, and a sweep rate of

0.5 msec c- 1 
. The relative delay time of the second pulse, if any, was mesured directly on the os-

cilloscope.

The data collected cover four consecutive equinox periods from October 1973 till K-rch 1975. Note
that 1975 was a year of law solar activity. T.E.P occurence and signal strength have a maxiunm at

equinoctial periods and cor.sequently any kind of interference is of least significance during these

periods.

Fr-Ln 5652 sanpl- measurements taken during the above pericds, a total cf 367 case:. refer to double

pulse reception. A third pulse was also observed in 9 cases.

Figure 3 shows the distribltior of measured propagation times, fo-" both the single and the second

pulse. The main statistical paraeters of these distributions are given in Table I.

TABLE I

Single pulse First pulse Second pulse

Ntmber N 5652 367 367

Mean Value r (msec) 21.50 21.50 21.82

Stand.Deviat. s(msec) 0.12 0.12 0.17

The second column of the table is refered to the first pulse of a double-pulse configuration,while

the third colhin is re's-d to the second one. Couparison of colunus I and 2 shows that the appearence

of a second pulse does not influence the propaaation times of the first one. .- erefore - may accept

that the aecond pulse is a circumstrantial consequence of the itysical situaticja supportina this type

of propagation.

The d&Ltribution of the second pulse delay times is shown in tigTre 4. The mean delay time ( 320

usec) corresponds to a group path-differerce of alrost 100 KM.

Te delay times of the second pulse did not show any tine dependenoe during a day. On the contra -
ry their distributions exhibited a significant seasonal variation consisting of a diminution of delay

tines as it is shown in figure 5.

14b the bast of our knowledge, this phenmuenon, has been observed for the first time. It may be related
to sunspot-cycle variations (see also discutsion)
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3. 0.WUrER SDVIATION

In order to better understand how the data presented ould be interpreted, we proceeded with simu-
lation tests using the Jones-Stephenson (1975) Ray Traycing COmiter Program.

Since our measurements refered mainly, to presunset hours of the day (&arinq which it is generally
accepted that east-west gradients do not exist), we confined our study to ncrth-south prmagation

across th geamagnetic equator. Moreuver since it is not possible to define the ionosphere accurately

enough fran one day to the next, we studied order of magnitade effects, using the following smoothed
odels .

The electron density model is a (agpman-layer whose parameters have a latitude dependence given

by the following analytical expressions (see also

2 1 ~()2 e~p 12 CoI

He :Ho,IKM for IXM-,240

where X geomagnetic latitude

fcnax critical frequency of the anualy crest
fco critical frequencj of the trough
W distance between crests (in geczagn. latitude)
Ho : I*ax for IXI > 240

The various parameters of the equatorial anomaly were changed between the following limits.

fcmax z 9 to 16 ME~z
in steps of 7 Mizfoo = 6 to 8 M~z

SW = 450 to 750 d&p angle in steps of 100
Ho .- 200 to 300 KM in steps of 50 KM

Finally the earth-centered dipole was used as an approximation to the real geomagnetic field.

A large number of rays have been calculated with these models, for transmitter located at 30°north
latitude. Since this program does not include a hxaning feature, we int- _lated linearly between adja-

cent landing points, in order to estimate group paths corresponding to a surface distrance of 6250 KM

(distance between Athens-Salisbury).

4. DISCU)SSIGN

The results of the calculations are sanmarized in Table 2.
TMhB2 2

Path type Calculated Times (msec)

ý 21.35 - 21.64

"2F 21.58 - 22.20

m" C rison between calculated and observe propagation times (cee fig. 3) shows that:
a. The cal ulated values of the propagation times are in good aqreement with the measured ones , f )r

the case of a single pulse or the first pulse of a dcuble - pulse aonf.guration .

Fthe existence of 2 2F paths proposed by VIILA et al. is the most prevalent node of
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"propagation.
b) The second pulse of the double-pulse cannot be explained by the 2F oaths. However this can be
done by considering paths with an intermediate qround reflexion(2F)

In several cases, in the same simulation test, rays transmitted at different directions were lan-
ded at the same distance from the transmitter (6250 KM).The calculated delay times (differences in

propagation times of any two such rays, see fig. 6) are swmrarized in Table 3, for the various modes

i low angle , "b" ý high angle of arrival) of both wave components ( "0" and "X" ). Comparison
of the later results with experimental data shows that:

a) The calculated delay - times cover the range of the experimental values. However, none of the va-

ricus classes of this table can, by itself, explain the whole set of observations. It is therefore
--- •suggested that the second pulse may be epl.ained as a ozmbination of the various classes, in Table 3.

b) The upper half of the Table is refered to rays of the same path-type (2F or 2F). Differences lar-

ger than 240 usec, cannot be explained by these rays, that howver, cai. account for the broadening of
tie received pulses.

c) Rays of different path types, (2F and 2F) gave delay times in the range from 240 to 1040 usec.

iThe majority of the observed values (73 %) lies in this ranme. In all caseb, the second pulse corres-

sponded to a 2F path.

bNote that in the simulatirn tests, the 2F type was occurinq less frequently as the critical fremien-
cies of the F-layer were decreased. Since the critical frequencies of the F-layer equatorial anomaly

are known to be positively correlated with the solar cycle, it may ne suggested that, the progressive

reduction of delay times observed in our experiment from 1973 to 1975 (see fig.5), is due to the

effect of a corresponding reduction of solar activity.

5. COlk-IWIONS

The propagation times of radio pulses in a TransBquatorial Porpagation Link between Athens and

Salisbury, have been studied, both experimentaly (using the forward nrcnagation pulse technique 4

and by computer simulation (using a Ray Tracing program 7 and plausible models for the propagation

medium).

This cctparative studv is proved to be efficient in determining the dcminant mode in the type of

propagation. With this -ethod we have obtained satisfactory explaration for the doubling observed in

the received pulses, in T.E.P , during mu2tipath conditions.

The above results contribute to a netter understandi1ng of the propagation mechanism in T.F.P links

Besides, they may be usefull in any attempt to apply pulse code modulation techniques in cmrmunication

via Transpquatorial Propagation.

The authors express their many thanks to professor Ray Stevenson (University Cbllege of Phodesia),
for his assistance and all thef offered fascilities for the installation of measuring eauipment in

Salisbury.

We also thank the collegnes of the Ionospheric Institute of the Athens Observatory and the graip

"of Ionospheric Research of the Electronics Laboratory (University of Athens) for many usefull discus-

Ssion3.
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SECOND PULSE
DELAY TIME

TABLE 3 (.*sec)

S0 -x 0.01-0.24

0.01-0.13~

x 0.05-0.08

0 -- x 0.02-0.16
V" 2F

(p- 15 0 0.21

0 -x 0.40o1.0 4

C -4 0 0.27-0.99

k- X 0.24
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AN EMPIRICAL MODEL FOR THE PROBABILITY
DISTRIBUTION OF THE LOWEST OBSERVED FREQUENCY

David B. Sailors
Naval Ocean Systems Center

San Diego, CA 9215?

ABSTRACT

A model of the distribution representing the lowest observed frequency (LOF)
is presented. The frequency spectrum of recorded minute-by-minute LOF di.ta was
bounded first on its lower end by radio noise and ionospheric absorption during
the daytime and by lowest sounded frequency at night, and second at its upper end
by the highest observed frequency path (MOF). The Johnson S system of frequency
curves was fitted to LOF data using the method of moments Pi.e., mean, standard
deviation, etc.). The Johnson S system was chosen because (1) it represents all
bounded distribution systems; ( 2 T its simplicity of calculation makes it adaptable
to minicomputer type arplications; and (3) the transformation of the variables to
the normal sy.3tem allows use of normal probability algorithms. The four param-
eters of Lhe distribution were determined as a function of path local time. The
results for one path, France to Iceland, for October 1975 are presented. It was
found for this data that the model was most accurate during the daytime, where the
lowest observed LOF during an hour was above the lowest sounded frequency.

INTRODUCTION

This paper presents a model for determining whether an operational frequency
is above the path lowest observed frequency (LOF). The method presented is the
result of a study to develop a minicomputer algorithm for assigning frequencieb at
hf based on the probability that an operational frequency f0 is between the two
random variables: lowest usable frequency (LUF) and maximum usable frequency
(MUF). The model was developed using digitally recorded, minute-by-minute,
oblique incidence LOF data. The results presented are for one path, France to
Iceland, for October 1975.

Many reasonably good computer models are designed to predict the long term
properties of radio signals received via sky-wave modes of ionospheric propagation"
(Lucas and Haydon, 1966; Barghausen et al, 1969; Haydon et al, 1976). These
programs calculate a parameter called circuit reliability. Circuit reliability is
the likelihood that the signal level at the receiving terminals will sufficiently
exceed the summation of the expected noise levels at these terminals so as to
provide the type and quality of service desired.

For minicomputer applications it was assumed that a suitable approach would
be to represent circuit reliability by

S> f 0 }1 PILUF • ý f 0 I MUF > f 0 } (1)

Where: 1) the probability P fMU_ > f0J gives the precentage of days within a
"month at a given hour that a sk'-wave oath will exist (probability of ionospheric
support); and 2) the conditional probability P {LUF 4 f 0 I MUF > f 0 } gives the
likelihood that, if the signal is reflected, the path LUF will be. below the opera-
tional frequency f . Tie probability of ionospheric support can be evaluated
using a technique developed by Zacharisen and Crow (1970) to fit the median and
upper and lower deciles of the MUF distribution to a chi-square distribution func-
tion. A semi-empirical model, called MINIMUF-3, suitable for predicting the
median MUF on a minicomputer is available (Rose et al, 1978; Rose and Martin,
1978). The upper and lower deciles of the MUF distribution can be obtained by
multiplying the predicted median MUF by the factors given in Table 1 in CCIR
Report 252-2 (CCIR, 1970). The chi-square distribution can be evaluated on a
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minicomputer using a normal approximation (Peizer and Pratt, 1968). The predicted
LUF can be calculated on a minicomputer using an algorithm called QLOF (Argo and
3ailors, 1979).

The body of the paper describes how oblique incidence sounder data, recorded
by the Naval Electronics Laboratory Center in the 1970's, was used to determine
the nature of the conditional probability representing the path LUF in Eq. 1.
Because the LOF data was bounded first on its lower end by radio noise and ionos-
pheric absorption during the daytime and by lowest sounded frequency at night and
second at its upper end by the maximum observed Frequency (MOF), a statistical
model was sought that could represent bounded data. The Johnson SB system was
chosen because (1) it represents all bounded eistribution systems; (2) its simpli-
city of calculation makes it adaptable to minicomputer applications; and (3) the
transformation of the variables to the normal system allows use of normal proba-
bility algorithms. The parameters of the distribution were determined from the
moments of the LOF data for each hour local time (i.e., mean, standard deviation,
skewness, and kurtosis). It was found for the data sampled that the model was
most accurate during the daytime, where the lowest observed LOP dueing an hour was
above the lowest sounded frequency.

DIGITIZED NAVY TACTICAL SOUNDER DATA

In order to deteri`.i, the nature of the LUF distribution, it was necessary to
examine oblique incidence sounder data. The most suitable data for that purpose
was that recorded by NELC at Navy communication stations in the 1910's. Hf digi-
tizer/recorder (HFDR) systems were installed at communications stations in Greece,
Honolulu, Iceland, and Japan. In addition, a reference system was installed at
NELC's remote observatory at La Posta in Campo, CA. The paths being recorded
were: Guam to Japan; Honoluu to Japan; Toulouse, France to Greece; Toulouse,
France to Iceland; and Honolulu to La :'osta.

The oblique sounder data collection system was comprised of the Navy Tactical
Sounder System sounder transmitter, AN/FPT-ll, and receiver, AN/UPR-2, and of the
hf sounder digital data recording system (HFDR) Once each minute the FPT-I1
transmitter sequentially transmitted a double, biphase, Barker-coded pulse on each
of 80 discrete frequencies between 2 and 32 MHz; the total scan, consisting of 160
pulses, lasted 16 seconds. The 80 frequencies were spaced in 100 kHz increments
ir the 2 to 4 MHz range (Band A), 200 kHz increments from 4 to 8 MHz (Band B) and
400 kHz increments from 8 to 16 MHz (Band C) and 800 kHz increments from 16 to 32
MHz (Band D). The UPR-2 receiver sequentially processed the pulse-train input by
starting the gated receiver scan at the same time as the transmirsion. This was
accomplished by synchronizing to a common timing source (i.e., WWV) and maintain-
ing an accurate time base generator in the receiver. The resultant pulses were
then digitized and recorded on magnetic tape. When p-ocessed on digital compu-
ters, a minute-by-minute picture of mode of propag:.cion, frequency and signal
strength for the entira 2-32 MHz spectrum could be cc.istructed.

SSince the development of the first HFDR tinit in 1968, concurrent efforts were
conducted in developing data processing techniques to facilitate hf propagation
analysis. This included a technique for the determination of the MOF and LOP for
each sounder scan. These minute-by-minute processed MOF/LOF data were available
on magnetic tape for several paths and months. Data for the France to Iceland
path recorded during October 1975 was used to develop the model presented here.

DATA PREPARATION

The first step in the development of the model was to improve the quality of
the sounder data. This was accompliF'hed by both smoothing of the data and the
elimiration of outliers.

MOF/LOF Smoothing

To eliminate some of the high-frequency oscillations occurring on the minute-
by-minute variations of MOF/LOF, the estimated MOF and LOF values at each scan
were digitally filtered by a three-term linear formula of the form

gk 1/4 (fk-i + 2 fk + fk-l) (2)
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Elimination of Outliers

Figure 1 is a histogram of the LOF distribution for the France to Iceland
path for the 10:00 hour of October 1975. One might suspect that outlying data
points beyond 16.75 MHz are spurious observations. Such a spurious observztion
might arise from the inability to process out recorded noise pulses or a particu-
lar day might not be representative of the month as a whole (i.e., there might
have been a solar disturbance). A procedure is then needed to eliminate such data
points when they arise.

An approach due to Anscombe (1960) somewhat modified by Tiao and Gutinann
(1967) was adopted for rejecting the suspected spurious observations. They dis-
cuss the situation of sampling from a normal population N(p,,) with variance 02

known. This leads co a set of estimation procedures by which the observations
associated with the largest adjusted residuals are excluded. They then construct
the adjusted residuals

Zi : Yi " y + v , i = I, ... n (3)

Where y, Yn are the observations, y is the mea,, observation, and v is ani indepencent observation from N(0,o ). For example, . might be obtained from a
table of random normal deviates.

In the case of the LOF/MOF sounder data, the estimate of a was found by
estimating the standard deviation for the month at each hour. Then the adjusted
residuals for each day of the month at each hour were determined. Figure 2 is an
example of the results of the application of these procedures to the same data as
in figure 1. Note a reduction in the frequency range of this distribution of 6
MHz. The application of this procedure to other hours consistently improved the
quality of histograms (no spurious data points at the tails).

DETERMINATION OF A STATISTICWl MODEL

The second step was to hypothesize a distribution function and determine its
parameter-. In the case of the application at hand, the determination of the

•- distribution function was motivated by (1) a desire for ease of calculation so
"that the results could be used in minicomputer type applications, Pnd (2) a need
to automate the data analysis. In addition, it was expected that the measured LOF
values would be bound on the upper end by the MOF and on the low end by radio
noise and ionospheric absorption. In particular, the distribution function chosen
for the LOF data was one known as the Johnson curves (Johnson, 1949).

Johnson Curves

The Johnson curves are an empirical family of curves chosen because (1) they
are easy to evaluate once their parameters are determined; (2) their parameters
can be determined either by using moments or percentile points; and (3) the system
of curves can be used to represent all existing distribution functions. Johnson
proposed basing empirical distributions on the transformation of a standard normal
variate. The Johnson system of frequency curves consist of:

the lognormal system (or SL): z = = Y + 6 in (x-&) E < x, (4)

the unbounded system (or Su): z = y + 6 sinh- 1 U(-)/], (5)

the bounded system (Or SB): Z = y + 6 In [(x-&)/(&+X-x)] C < x < ý + X (6)

where z is the standardized normal variate in each case. The parameters Y and 6
determine the shape of the distribution of x; X is a scale factor; and 9 is a
location factor.

To decide which of the three Johnson families should be used for a given set
of data, the usual procedure is to obtain the data estimates of the skewness V8o,
and the kartosis, 82. Ihese then are plotted on a figare such as figure 3 which
shows the reqion in the ( ,8o ) plane for the three Johnson families. Also shown
are other common sampling hisiributions. Tf the (81,82) point is close to the SL
curve, SL family is chosen. if it is in the region above the SL curve, the SB
family is chosen; ano if it is below tne curve, the Su family is used. The SL
curve can be extended by use of the parametric equations
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al = (w - 1)(w + 2)2 (7)

82 = 4 + 2w3 + 3w2 - 3. (8)

The impossible region in the figure is bounded by the line 2- 81 1 - 0.

Fitting Johnson Curves by Moments

To determine the parameters for the Johnson curves for the LOF data an
algorithm, called JNSN, due to Hill et al (1976) was used. This altorithm uses
the sample moments (i.e., the mean, standard deviation, skewness (/81), and the
kurtosis (8 )) to determine the type of Johnson curve and its parameters, Eqs. 7
and 8 are sa1ved in JNSN to determine the type of Johnson distribution.

S\To determine the parameters for the Johnson SB system, the expected LOF dis-
tribution, JNSN approximates initial values for 6 and y. These initial values
are determined from 81 and 82. Evaluation of the first six moments at the given 6
and y values, using Draper's (1952) form of Goodwin's (1949) integral, then
enables a two-dimensional Newton-Raphson process to converge on 6 and Y values
which yield the required input 01 and 82 values.

For the Johnson SB system rth moment of y = (x-ý)/X is

P Ir(y) = I e-Z 2 /2 (1 + e-(z-Y)/ 6 )-r dz. (9)

Applying Gooodwin's quadrature formula for evaluation of integrals of the form
fr•- f(x)e-x dx, results in

Pr (Y) h - (1 + e(y-12 nh)/6)-re-n 2 h2 -Erlh) (10)r (*y) n=-(

The error term Er(h) tends rapidly to zero with the decrease in interval size h.
The initial value of h is 0.75. Beginning with n = 0 term, successive t!rms are
added in Eq. 10, until [P; (n) - p;(n-l)]/P'(n-l) is less than 1.0 x 10- . JNSN
allows up to 500 terms in the series evaluafion. The derivatives required by the
Newton-Raphson rrocess are obtained from the relationship between higher order
moments of the Johnson SB system

S rI + r• i r+l m Pr --r-(ii)

When the required 6 and y have been found,& and X can be found from

o(x) = X(o(y) -- P(y)2) (12)

;(x) = • + U ,1 (y) (13)

o(y) and 'j(y) are available at each stage of the evaluation for 6 and i, and
a(x) and pl(x) are the input standard deviation and mean, respectively.

RESULTS

A detailed statistical analysis was conducted of the minute-by-minute
smoothed LOF/MOF data from whiich spurious observations had been removed as
previously described.

Propagation Properties France-to-Iceland Path

The propagation properties for the France to Iceland Path for October 1975
are presented in Table 1 and figure 4. At each hour Table I gives the predicted
LUF, the four sample moments of the LOF data, the lower decile of the MOF data,
the predicted FOT (the predicted lower decile of the MUF aistribution) and the
zenith angles at the transmitter and receiver locations. The table shows tnat
during the nighttime that the median LOF is at the sounder minimum frequency.
During the nighttime, the larger values of 81 indicate that at night the distri-
butions are seriously skewed. Also at night the high values of 8 indicate a
distribution with lon, tails and high peaks. Figure 4 shows select percentile
points and the minimum and the maximum values for the LOF data. Included are only
those values greater than the sounder minimum. The minimum value it above the
sounder minimum only during the hours 8 to 16 UT. Even the 25% percentile point

308

_-'! _-l



•7W

occurs above the minimum only during the hours 6 to 18 UT. The first percentile
curve illustrated entirely above the minimum is the 75% percentile point.

Histograms were plotted of the LOF distribution from 0 hours UT through 23
UT. The first five distributions for the night hours 0 UT through 4 UT were
',1ighly skewed with a single mode at the sounder minimum. Figure 5 is a sample for
the hour 0 UT. In Figure 6 for the hour 5 UT, a second mode can be seen to b3egin
at about 6.25 MHz. For the hours 6UT through 10 UT, this mode became more pro-
nounced. This secondary mode disappeared at 1100 UT only to reappear at 1200
UT. In this instance the secondary mode is very strong. By 1400 UT it disap-
peared. The daytime main mode is characterized by a somewhat skewed distribu-
tion. By 1800 UT the highly skewed nightime distribution returned.

A partial explan tion for the appearance of the secondary mode on the morning
histograms can be obtained by examining Table 1. In addition to OLOF predicted
LUF and MINIMUF predicted FOT, Table 1 gives the sun's zenith angle at the trans-
mitter and the receiver. As shown in Table 1 the sun's zenith angle at the trans-
mitter is decreasing with increasing hour. During the 5th hour it reaches a value
less thani 208.90 and greater than 98.30. If the zenith angle for the starting or
stopping ot daytime absorption is 102,20 (Laitinen and Haydon, 1962), during this
hour the -oath is partially exposed to sunlight, causing on some oi the days higher
absorption. By 9 UT the path is entirely in daylight, and the effect can be seen
to begin zo decrease. But at 12 UT it reappears and is at its strongest. In this
case, the increased LOF is due possibly to: (1) automobile emission noise on a
highway near the receivec site or (2) increased noontime automobile emission ncise
at the communication station where the receiver was located.

Table 2 presents the Johnson curve parameters for the France to Iceland Path
for October 1975. It was found, as was expacted, that at every hour the LOF data
followed a Johnson S curve. The correlation coefficient between the mean LOF in
Table 1 and E in Tagle 2 is 0.958. The correlation coefficient between the MOF
lower deciles values in Table 1 and the parameters 4 + A) in Table 2 is not quite
as high but is still 0.90E.

Verification of the Model

The final step in the deterrination of a distribution representing the LOF
data was the verification that the fit was aeequate. The procedure followed for
the test of fit was that for the cni-square test of fit (Williams, 1950; Hahn and
Shapiro, 1967). The number of classes k is selected by means of a formula
depending upon the sample size N and the level of significance c, and the class
limits are chosen such that each class contains the same numbe- of items under the
null hypothesis 'i.e., a Johnson distribution). For this distribution, the class
boundaries were found by inputting I/k, 2/k, .... (k-l)/k into an algorithm for
finding the normal deviates corresponding to the lower tall area (Be;sley and
Springer, 1970). Then an algorithm was used to find the Johnson deviates
corresponding to the normal deviates (Hill, 1976).

When the chi-square test-of-fit was was applied for a 5% level of
significance to the LOF data, it failed to provide a useful conclusion. This
occurred for two reasons. The first is that even though the sounder data was
smoothed, it tended to cluster anout the discrete sounder frequencies. The chi-
square test depends on the data being ungrouped. Second, at night the bulk of the
data is in the cell at one endpoint causing the technique to fail.

Even so, the procedure provided cumulative distributions to graphically
compare to the assumed null hypothesis. Figs. 7 through 11 compare the assumed
Johnson distribution against the observed data for the hours 0, 5,7, 10 and 16 UT,
respectively. Examination of Fig. 7 for 0 UT shows an error in probability of
more than .1 below 3 MHz. As 75% of the data is below 3 MHz, the fit is obviously
very poor. Even in Fig. 8 for 5 UT, the improvement is not too encouraging. As
the morning hours arrive in Fig. 9 for 7 UT the fit begins to improve. Figs. 10
and 11 for daytime conditions show quite good firs.

DISCUSS!ON

In this paper a model for determining the probability whet-her an operational
frequency is above the path lowest obse:ved frequency (LOF) was presented. The
Johnson SB system of frequency curves was fitted to min'ite-by-minute oblique inci-
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dence LOF data using the method of moments (i.e., mean, standatd d'dviation, etc.)
It was found for the France-to-Iceland, October 1975, data that the model was most
accurate during the daytime, where the lowest observed LOF was well above the
lowest sounder frequency. The poor results at night occur in part due to the
large number of measurements at sounder minimum. Because the real data points are
at or below the minimum, the sample estimates of the moments used to determine the
Johnson Sý parameters are not very accurate. The method of moments itself may not
be accurate for the large values of skewness and kurtosis existivg in the LOF data
at night.

A better approach would be to separate out the data points at sounder minimum
and find the Johnson SB parameters for the remaining data points using either
maximum likelihood estimates (MLE) or the percentile points assuming E equal the
sounder minimum. Then the probability of a frequency bein- above the LOF would be
100 - [P0 + P1(1 - P0 )] where P0 is the ratio of LOF data points at sounder mini-
mum to the total data points in the sample and P1 is the probability given by the
model determined from the points above the sounder minimum.

There is still the need to extend this model to other regions and seasons.
The correlation between E and the mean LOF and between (E + X) and the lower
decile of tha MOFs might imply that predicted LUFs and FOTs might be used for this
purpose within the latitude region !or which the parameters are obtained.

Finally, once fully developed, the ability to predict the reliability of a
frequency between the MUF and LUF 'n a minicomputer will present numerous applica-
tions with growing minicomputer technology.
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Table 1 Propagation properties for the France to 1celani path
for Octcber 1975

Zenith Zenith
Hour LOF LOF LOF LOF MOF FOT Angle Angle

UT LUF Mean C 81 82 (10%) Transmitter Receiver

0 2.00 2.91 1.60 4.80 7.33 8.29 5.48 154.8 132.6
1 2.00 2.88 1.44 3.68 5.78 8.39 5.33 149.6 134.3
2 2.00 2.70 1.12 5.39 8.29 8.29 5.25 141.0 133.8
3 2.00 2.92 1.40 4.05 6.42 9.49 5.52 130.7 131.0
4 2.00 2.74 1.32 5.04 7.24 8.81 5.44 119.9 126.6
5 2.00 2.64 1.29 7.43 9.51 8.13 5.36 108.9 121.0
6 2.00 2.93 1.26 2 69 4.67 7.94 9.12 98.3 114.6
7 2.00 5.32 3.49 1.59 _.40 10.49 11.34 88.1 108.1
8 2.60 5.94 3.21 1.79 3.84 13.89 12.47 78.9 101.6
9 5.61 6.61 2.69 1.49 3.83 13.49 13.28 71.1 95.6

10 7.16 7.17 1.90 1.62 4.26 14.99 13.77 65.3 90.5
11 8_10 7.79 2.10 1.14 3.30 15.77 13.22 60.0 86.3
12 8.34 8.26 2.41 1.26 3.11 15.89 13.38 61.6 83.6
13 8.21 8.23 2.55 1.92 4.61 15.89 13.30 64.3 82.4
14 7.60 7.20 1.94 1.59 4.33 15.89 13.15 69.7 82.8
15 6.40 6.29 2.05 1.97 5.22 15.89 13.61 77.2 84.8
16 4.21 5.01 1.18 3.00 6.10 15.29 13.04 86.1 88.3
17 2.00 3.75 1.88 3.90 6.82 12.79 12.15 96.1 93.0
18 2.00 2.92 1.54 9.49 14.07 13.89 10.85 106.7 98.6
19 2.00 2.79 1.72 11.22 14.57 12.69 7.37 117.6 104.9
20 2.00 3.03 1.94 7.56 10.78 10.69 6.54 128.5 111.5
21 2.00 2.70 1.49 8.78 11.76 9.49 6.23 139.0 118.0
22 2.00 3.10 1.75 3.77 6.37 9.09 5.93 148.1 124.1
23 2.00 2.90 1.52 4.56 7.10 8.29 5.63 154.3 129.2
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Table 2. Johnson SB Distribution Parameters Eor LOF Data for the

Hour France to Iceland Path October ]975
UT 6

0 1.421 0.429 7.894 1.894 9.7881 1.229 0.374 6.058 1.95!, 8.0172 1.553 0.479 6.179 1.976 8.3553 1.340 0.431 6.543 1.983 8.5264 1.332 0.335 5.813 2.003 7.8465 1.411 0.393 5.765 2.080 7.8456 0.906 0.411 5.014 2.019 7.0337 0.906 0.411 12.626 2.403 15.0358 1.042 0.507 13.214 3.077 16.2919 1.167 0.693 13.087 3.658 16.745]C 1.399 0.828 10.912 4.895 15.80711 0.998 0,659 9.348 5.420 14.iC812 0.860 0.463 8.886 6.030 14.91613 1.444 0.789 14.745 5.361 16.73814 1.497 0.898 11.995 4.743 20.24015 2.015 1.081 16.743 3.497 15.92016 1.690 0.762 12.873 3.047 12.99917 1.555 0.592 10.742 2.256 14.06818 1.986 0.539 12.056 2.012 13.44119 1.719 0.33C 10.363 2.058 14.42120 1.660 0.432 11.487 1.954 13.44121 1.619 0.352 8.342 1.991 10.33322 1.416 0.515 8.922 1.792 10.71423 1.428 0.455 7.595 1.893 9.487

CUM FREO NUMBER CUM FREQ NUMBER
FRCQ FREQ

0.1 3.75 / 1 0.1 3.75 /* 1
1.5 4.25 / 16 1.5 4.25 /*'*16
3.0 4.75 / 17 3.1 4.75 / 17

13.6 525 / .................... 118 13.8 5.25 1 ...... *.*.......*... 118
27.8 5.75 / ....... **.......* 160 28.3 5.75 / . .** ............... 160
43.4 6.25 / ..........*................... 175 44.2 6.25 /*** ........... *......... 175
56.6 6.75 .......................... . 148 57.7 6.75 *......................... 148
675 7.25 /*.................... 122 688 7.25 -*.................. 122
77.6 7.75 / ................... 113 79.0 7.75 ................... 113
80.8 825 / 36 82.3 8.25 ..*... 36
835 8.75 /* 30 85.0 8.75 30
852 9.25 / **** 19 86.7 9.25 / 1989. 9.75 / ........ 47 S1.0 9.76 /'* 47"904 10.25 /** 11 92.0 10.25 I** 11
S9!.R 10.75 /**. 16 93.5 10.75 /*** 16
92.2 11.25 /* 4 93.8 11.25 /* 4
94.7 :1.75 /**** 29 96.5 11.75 /*** 29
968 12.25 /***3 98.5 12.25 /** 23
98.0 1275 / 14 99.7 12.75 I* 13
98.5 1S.25 /* 5 99.9 13.25 /* 2
98.7 13.7C /* 2 100.0 13.75 /* 1
98.8 14.25 / * 299.0 14.75 /* 2 Figure 2. LOF distribution for France to Iceland for the99.5 15.25 /* 5 10'00 UT hour during October 1975. Elimination of outlier99.6 15.75 / * 2 procedure applied. (Each * represents 6 values in the fre-996 16.25 / 0 quency band.)
99,6 16.76 / 0
99.8 ')5/1 2
9, 9/ 0
9', .. ai 0

9 d,75/ 06 19.25 /* 1
100.0 19.75 / *

Figure 1 LOF distribution for France to Iceland for the
10.00 UT hour during October 1975 (each * represents 6
vaiues in the frequency band).
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987 078 / 0
899 1 032 8 / 1

808 •075 l* 1

100.0 11275 39 1

Figure 5 LOF distribution for France to Iceland for tie 0 UT hour during

Ocuober 1975. (Each * represents 6 values n the frequency band.)
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78.2 ZS................. . .............................................. *50

851 275 
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Figure 6 LOF distribution for France to Iceland for the hour h ur during

October 1975. (Each * represents 6 values in the frequency band.)
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ACCOUNTINC FOR IONOSPHERIC VARIABILITY AND IRREGULARITY IN HIGH FREQUENCY DIRECTION FINDING

Melvin G. Heaps

USA Atmospheric Sciences Laboratory
Electronics Research and Development Command
White Sands Missile Range, New Mexico &3002

I. INTRODUCTION

High frequei-cy (HF) radio wave propagation has lon., been the backbone of many short and long
range con:,uricati,-n networks. The reasons are straightforward: the technology is well established,
the systems are rel-t-'vely inexpensive and easily fielddbie. and the relibility (while not perfect)
is high enough ti n.et a large Lody of conmunication needs. In a sinilar vein, the interce~tio~i of
HF communications is .ne ,iean:. cf ,a nin2 additional intelliujence i ; military engage'ient. Taken
an additional step, the inte cepcici ,.F 11F LL.Lmunications zan also oe uted ti locate the position of
the transmitter, which knowledge i.,y ou of strategic or tactical value. HF radio waves propagate
in two modes: the ground wave, wnich can be detected out to distances on the order of 50 km, and
the direct wave, which -.hen reflected from the ionosphere, is known as the skywave and can be
detected out to very long distances, The radio source location technique for a single stdtion
receiver consists of measuring the angle of arrival of the signal cf interest in three dimensions.
The problem then consists of tracing the signal's path back through the ionosphere to the source,
the successful solution of whirh depends on a knowledge of the state of the ionosphere.

Currently attainable accurdcies in HF position location using a single station locator still
carry inherent errors of tens of kilometers or worse. These errors arise from three main areas:
ionospheric variability and irregularity, locator system size limitations, and problems with data
acquisition, processing and interpretation. Of these areas the ionosphere is the single largest
source of error and is the principle concern of this paper.

It is now generally agreed that real time information on the state of the ionosphere is
required for optimum performance of a single station locator. Most often this is accomplished via
a vertical ionospheric sounding made at that station. It then becomes important to quantify the
spatial and temporal irregularities of the ionosphere and estimate the spatial and temporal ranges
within which ionospheric sounding information gathered at one point 'an be extrapolated to another
point with minimal loss of position location accuracy.

The next section will then outline the general properties of ionospheric irregularities and the
order of magnitude of the errors which are introduced into position location accuracies. The spatial
and temporal coherence of the ionospheric irregularities will then be estimateo. The final section
will address the usefulness of a single ionospheric sounding as opposed to multiple and spatially
separated soundings.

Ii. IONOSPHERIC IRREGULARITIES MOST IMPORTANT FOR RADIO 30URCE LOCATION

In principle the location of an IIF transmitter can be found by simply measuring the azimuthal
and elevation angles of the incoming signal and determining the height of the ionospheric reflecting
layer. In practice there are several types of ionospheric irregularities which distort the otherwise
straight forward picture of a uniform, concentric, smoothly reflecting ionosphere.

Irregularities can arise fran a multitude of causes ranging from plasma instabilities and
non-uniform ionization sources, through atmospheric winds and traveling waves, to mass motions of
the atmosphere due to tidal and heating effects (see, for example, Kent, 1970; Yeh and Liu, 1974;

-! Fejer and Kelley, 1980; and the references bherein). Tnree phenomena shall be singled out because
of their effects on radio source location: sporadic E, ionospheric tilts, and traveling ionospheric
disturbances (TID's). Of the above, TID's are the more important.
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Sporadic E is a thin layer of ennanced ionization confined to the E region (principally 100-110
km) and is felt to be a result of an enhanced concentration of ions (principally metallic ions)
caused by wind shears in that region. These wind shears may in turn be a result of the propagation
of acoustic-gravity waves through the E region, and thus sporadic E may be an E region manifestation
of one type of traveling waves which also produce F region irregularities in the form of one class
of TID's. The properties of sporadic E are summarized in Table 1 for the midlatitudes (after Smith,
1957; Peterson, 1980). Sporadic E-like occurrances are also found at low and high latitudes and are
associated with the equatorial and polar electrojets; these are not considered further here.

The patchiness of sporadic E ib somewhat a function of the radio frequency employed. Higher
density patches of a few hundred kilometers extent or less, as discerned hy radio frequencies above
7 MHz, may be found embedded in larger; lower density patches as defined by radio frequencies below
3 MHz (Peterson, 1980). Both scales of patches apparently move with similar velocities which suggest
similar orginating mechanisms.

Sporadic E, because of the thiness of the layers and the sharpness of the vertical gradients,
is often an aid in communications and often provides a better reflecting surface than the F region.
The principal deleterious effect of sporadic E for radio source location i, the creation of multi-
mode interference. Signals from the source may suffpr reflections from both E and F layers, thus
causing additional problems with resolution of modes.

Ionospheric tilts refer to generally large scale horizontal gradients in the electron density,
sucn that contours of constant electron density are no longer parallel to the earth's surface. The
effects are to cause an eror in estimating the angle of arrival, principally the elevation angle,
and to misjudge the virtual height of the reflection point. The most regular a'd predictable iono-
spheric tilt is that caused by the oiurnally varying solar ionization rate in the F region. The
effect is most noticeable at sunrise and sunset, and can thus be anticipated and acco,,nted for. IA
a genpric senrie, ionospheric tilts can reftlr to any deviation from the horizontal plane of the con-
tours of constant electron density, whether caused by large-scale phenomena such as solar ionization
mentioned above, or due to more transient, localized disturbances discussed next.

Traveling ionospheric disturbances have been noticed since the earliest days of radio wave
propagation and were first studied extensively by Munro (1950, 1958). TID' are essentially an
ionospheric manifestation of. an entire spectrum (not necessarily continuous) of waves propagating
through the atmosphere. The spectrum of TID's can be placed in at least two distinct categories:
large-scale and medium-scale. According to acoustic-gravity wave theory, large-scale TID's are
dSsociated with a discrete spectrum of guided waves whose modes are excited only by upper atmospheric
sources and whose horizontal speeds are substantially greater than tie (lower atmospheric) speed of
sound. Medium-scale TID's are associated w;th a spectrum of freely propagating internal waves which
can be excited by sources at any altitude and whose horizontal speeds are less than the speed of
sound. As one might suspect, medium-scale TID's are much more common. (For more information on
waves in the aunosphere see Georges, 1967; Yeh and Liu, 1974, Hines, et. al., 1974; and the
references therein.) A third category of small-scale TID's exists which is most likely the extension
to higher frequencies and smaller size of the m^dium-scale TID's is generally below the Fresnal-zone
size of ionospheric sounders and tnus has not been as well documented. Table II summarizes the
properties of these different categories (after Georges, 1967; Rao, 1981).

Again the main effects of TID's are to cause errors in the angle of arrival, measured as the
azimuthal and elevation angles, and the virtual height of reflection. Table III gives the magnitude
of the errors in position location which the ionosphere can cause for selected ranges. A quick
"rule of thumb" seems to be 10 km or 10% of range, whichever is worse.

III. SPATIAL AND TEMPORAL CGHERENCE OF IONOSPHERIC IRREGULARITIES

The basic question which needs to be answered can be stated as follows, "If the state of the
ionosphere can be determined at one point, over what spatial ranges can that information be trans-
ferred, and for what time period is it valid?" For the simple case of a single vertically incident
ionosonde, the pertinent information would be the height of the reflecting layer and the tilt of the
ionosphere. The problems encountered are shown in Figures 1 and 2.

Figure 1 is a plot of the incident angle (plotted a, radial distance from the origin) versus
the azimuthal angle of arrival (plotted as polar angle) for the return signal of a vertically incident
ionosonde. The numbers represent one sounding each minute from 11:49 to 12:39 local standard time
(Ernst, et. al., 1974; Rao, 1981). The general pattern of a NW-SE propagation wave is apparent, but
so are the patterns of other smaller and diffc. 2ntly oriented waves. This is often typical for
medium-scale TID's, which are superpositions of several frequency components. Figure 2 shows the
constant plasma frequency contours (i.e., variation ot reflection heights) as a function of time
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TABLE I

IONOSPHERIC IRREGULARITIES

TYPE OF
IRREGULARITY SPORADIC E IONOSPHERIC TILT

Structure Patches of enhanced electron Horizontal gradient in electron
and ion density often hundreds density over distances on the
of kilometers in horizontal order of 1000 km.
extent.

Vertical thickness generally Found at F region altitudes
1-2 km at an altitude of (>140 km).
100-110 W.

Patches of higher density often
embedded in larger, lower density
patches.

Origin Wind shears, probably from pro- Daily variation of solar ionizing
pagating .coustic-gravity waves, radiation.

Motion Patches (not plasma) generally Pattern shifts with sun's diurnal
move 50-100 m/s, no preferred motion.
direction.

Duration Several minutes to several Over the order of 1-2 hours.
hours.

Oc -ence More frequent during day, with Daily near sunrise and sunset.
peak occurrence before noon, and
in some locations a secondary
peak near sunset likely in summer.

More frequent off the east coast of
Asia and Indonesia.

Frequency of occurrence (i.e.,
detection) more likely for lower
radio frequencies.

f~r thS passage of a large-scale TID. This large-scale wave caB cause ionospheric tilts of up to
3 - 4 for short periods of time, with tilts on the order of I being common for an hour or more
(after Rao, 1975).

The relevance of ionospheric data taken at one point when extrapolated out to successsively
larger distances may be estimated froa the following example. The positions of known transmitters
are estimated fron received signals, and the fixing errors between calculated and known ranges are
determined. This is done two ways: first, by assuming the ionosphere is uniformly flat, and
second by assuming the ionosphere is tilted, based on the ionosonde data at the receiver. The
scatter plots of the fixing errors are shown in Figure 3 for three transmitters at successively
greater distances (Rao, 1981). The 450 line in each plot corresponds to the condition of equal
errors from the two models. rhus, pointa above the line correspond to smaller "tilted ionosphere"
fixing errors, while points below the 45 line correspond to smaller "untilted" fixing errors. For
the case where the actual range is 30 km, using the tilted ionosphere model (i.e., "extr'apolating"
the ionosonde data out to a point 15 km away) produces noticably smaller fixing errors. The same
is true when the range is extended to 70 lu (i.e., ionosonde data are extrapolated to a point 35 km
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TABLE III

MAGNITUDE OF ERRORS IN POSITION LOCATION
ACCURACY DUE TO ERRORS IN ANGLE OF ARRIVAL

FOR E AND F REGION LAYERS

RANGE (ACTUAL) 200 km 300 km

HEIGHT OF REFLECTING LAYER 105 km 250 km 105 km 250 km

Range Error (kmj' for:

1 0 elevatica angle uncertainty 6.9 9.8 10.9 11.5

30 elevation angle tncertainty 20.6 29.3 32.7 34.4

Cross-Range Error (km) for:

10 azimuthal angle uncertainty 3.5 3.5 5.2 5.2

3 azimuthal angle uncertainty 10.5 10.5 15.6 15.6

Range Error (km) for:

0l km height uncertainty 19.4 7.7 27.6 11.5

away), although to a somewhat lesser extent. However, when the range is extended to 170 km (iono-
sonde data must be extrapolated 85 km), there is no advantage to using the tilted ionosphere model
over the untilted one. Thus, in this example, extending ionospheric data from one point to another
for distances of more than 50-100 km does ,,ot seem to be of any advantage.

Similar conclusions have been reached by measuring the angles of arrival of HF signals from a
series of geographically spaced transmitters. Assuming a one-hop propagation path some useful re-
sults were ootained by cross-correlating the angle of arrival deviations of the signals from pairs
of transmitters (Ernst, et. al., 1975; Hoover, 1976; Rao, 1981). A maximum in the cross-correlation
funccion means that the variations in the angle of arrival at one location are reproduced at the
second location some time T later. The results indicate significant decorrelation of a persistent
ionospheric pattern over distances of 50 to 100 km. This does not mean that a single frequency
component of the composite disturbance necessarily decorrelates over distance m the order of 100 km,
but rather that interference between waves from different sources, or from the same source traveling
different paths, can result in the observed decorrelation.

The approximate ranges of the quasi-periodic variations of several ionospheric irregularities
have been listed in Table I. While there have been numerous studies pertaining to the statistics
of occurrence of characteristic periods or frequencies, the subject of tempo-al coherence seems to
have received less attention. The temporal coherence of the ionospheric waves (particularly the
medium-scale TID's) observed at a given location depends on the sources of the waves and the sources'
duration. In practice, many waves due to several sources or multi-oath propagation from a single
source are probably present at any given instant of time. One can assign a decorrelation time to a
group of waves which would essentially represent the time it takes the group to change form due to
interference of the several components. This approach was taken by Walton (1971) who found a pre-
dominant decorrelation time of approximately 5 minutes. The approximate range in speeds for medium-
scale TID's is 100-250 m/s. Using the decorrelation time of 5 minutes, this would yield a "decorrela-
tion distance" in the range of 30-75 km, in good agreement with the previous estimates of spatial
coherence.

Therefore, the spatial and temporal coherences of ionospheric sounding infpniiation appear to be
on the order of 50-100 km and 5 minutes, unlEss sophisticated techniques of spectral analysis are
employed to extract individual waves which remain coherent over much longer distances and time
periods.
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IV. DISCUSSION AND CONSLUSION

The previous sections Iave outlined the types of ionospheric phenomena which are most likely to
affect radio source location. Estimates of the magnitude of some of the induced errors in position
location accuracies have been given, and estimates of the spatial and temporal coherence of medium-
scale TID's have been made.

Most of the ionospheric irregularities considered here can be thought of as wave-like phenomena
which propagate through the neutral atmosphere, with corresponding effects on the ionized component
of the atmosphere. The possible exception, at least in behavior, is sporadic E, althoigh the wind
shears thought to be responsible for sporadic E may be due to gravity waves. The main effect of
sporadic E is to introduce uncertainity as to which ionospheric layer, E region or F region, the
signal is returning from and to provide additional opportunities for multimode reflection of signals.
The concepts of spatial and temporal coherence, or decorrelation, are applicable to sporadic E only
in the sense that the physical size of the patch and its motion will give some estimate of how long
the phenomenon is expected to pers-ist at any one given point.

Ionospheric tilts and traveling ionospheric disturbances produce the major problems in radio
source location by introducing error in the angle of arrival arJ uncertainties in the height of the
reflecting layer. Multiple reflections from wave-like or corrugated layers also p-oducing multimode
interference. The ionosphere tilts due to solar influence and the large-scale TID's show good
spatial and temporal coherence, maintaining their shapes over long distances and for times on the
order of an hour or more. Superimposed on these more regulur waves are the spectrum of medium-scale
TID's. The medium-scale TID's are the most frequently occurring ionospheric irregularities and the
ones showing the least spatial and temporal coherence. While single frequency components of medium-
scale TID's may persist for longer ditances and periods of time, the composite TID seems to
decorrelate over d',stances of 50-100 km and times of 5 minutes, Table IV provides a summary of this
group of properties for ionospheric irregularities.

The emphasis of this paper has been implicitly directed toward thE concept of a single station
locator using a single, vertically incident ionospheric sounder. One basic constraint in radio
source location is that the reflection point of the intercepted HF signal is some distance trom the
receiving site, For a spatially and temporally uniform, or at least slowly varying, ionosphere this
would present no problem. in reality, however, ionospheric irregularities reduce the usefulness of
information gathered at one point when transferred to another point. Medium-scale TID's seem to
place the severest limitations on extrapolation of state-of-the-ionosphere information. The basic
space and time decorrelation parameters have been listed above.

If the concept of the single station locator is retained, then the inherent problem of errors
due to the ionosoheric propagation path may be approachad by either living within the constraints
of a single point sounding, or expanding the ionosonde networ'k. Four options will be explored:. (1)
Limit the use of the system to live within the current constraint of a single, overhead sounding;
(2) Place the ionosonde at the anticipated mid-point of the propagation path; (3) Resolve the various
frequency components of the ionospheric disturbance, and (4) Employ an integrated network of iono-
sondes.

The first option recognizes the basic constraints of the available ionospheric data and limits
the use of a single station locator to within these constraints. This implies that the system
wou!o oe of essentially strategic use, but has the advantage that it is essentially self-contained
and could be fielded well behind the forward battle area.

The second option attempts to gather ionospheric data where it would be most useful, near the
anticipated ionospheric reflection point. This implies a preselection of range and direction over
which radio source location will be attempted so that the system ard the sounder can be optimally
positioned. Thus additional constraints on system use have been imposed, not the least of which
is the transfer ot data from the ioncsonde to the receiving station. Once the step of moving the
ionnsonde has been taken, it is a niatural extension te consider using scveral ionosondes.

A basically analytic approach to the problem of decorrelation of ionospheric data would be to
resolve the various 'Irequency components of the medium-scale TID. It is felt that the individual
components maintain their coherence and propagate over distances and times longer then 50-100 km
and 5 minutes. While this approach is conceptually straightforward, it is not clear how much iono-
spheric data would be needed as input. It would appear, however, that data fro.m several ionsondes
woula be needed. TIz additional data correlation and analysis effort would place very large require-
ments on any fielded computer system.
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TABLE IV

TYPE SPATIAL DECORRELATION TEMPORAL DECORRELATION MAJOR EFFECTS

Sporadic E "lOOs km, depending on Minutes to hours, depend- Uncertainty in height
the size of the patch. ing on relative location of reflecting layer.

of patch and its drift
velocity. Multimode propagation.

Ionospheric 100's-lOOO's km Hour or longer Uncertainty in angle of
Tilt areival and height of
(solar effect) reflecting layer.

Large-scale 1000's km 30 minutes to several Uncertainty in angle of
TID hours, arrival and height of

"eflecting layer.

Miltimode propagation.

Medium-scale 50-100 km 5 minutes Uncert&inty in angle of
Sarrival and height of

"ýeflecting ;ayer.

Multimode propagation.

1

I '
I I

300 KM

Figure 4: Schematic of how to locate four ionosondes such that maximum ionospheric data over a
large area can be' gathered from both vertical and oblique soundings.
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The tendency toward the use of more than one ionosonde is apparent. An integrated network
of ionosondes could be used effectively to gather sufficient ionospheric data over a large area.
As an illustration, place four ionosondes on the corners of a square 200 km on a side. By using
vertical soundings at each ionosonde, and oblique soundings between iunosondes, the state of the
ionosphere could be determined at nine points along the perimeter and at the center of this square.
Thus 78.5% of all the points within a slightly larger, superimposed square, 300 km on a side, would
be within 50 km of a sounding point and nominally within the "decorrelation distance". No point in
the square would be more than 71 km from a sounding point; see Figure 4. Therefore a relatively
large area can be covered by as few as four ionsondes, provided they are integrated into a network
using both vertical and oblique soundings. Nominally enough data can be gathered to adequately
define the state of the ionosphere for any reflection point within tne larger area, and potentially
enough data are available for more complicated analysis approaches. The trade-off ;:'hat the
complexity of a fieldable system has been greatly increased.

In summary, the effects of ionospheric irregularities on radio source locations have been
investigated. it was found that :onospheric data (tilt and virtual height of reflection) taken at
one point lose their validity when extrapolated over distances of 50-100 km or times of more than 5
"m:iinutes. Thus ionospheric soundings should be made mcre freqiiantly than 5 minute intervals., A
single ionosonde is usually not sufficient to adequately represent a large enough area of the
ionosphere. An integrated network of ionosondes, usinq both vertical and oblique soundings is
recommended.
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COMMUNICATIONS IN THE "SKIP-ZONE" USING BACKSCATTERING
FROM IONIZED METEOR TRAILS AND E-LAYER TURBULANCES

H. E. R. Jones, Scientist
Litton Data Command Systems
Agoura, California 91301

I. Summary

The feasibility of using ionized meteor trails and E-layer type anomalies (Sporadic E-layer
reflections) occurring in the lower ionosphere as passive reflectors for VHF transmissi•n- is
discussed in terms of their use and application to low rate data transfers and comirunications from
remote transmitter and receiving sites to a central base station. Such networks can be used to
provide weather reporting, oceanographic data, terrain intelligence data and for emergency and
back-up communications to augment Command Control, Communications and Intelligence (C3I) Systems.

Information on meteor-burst commun'cations systems is well documented. One of the first systems

to employ this technique was the "JANET" system (1) in Canada and the "COMET" system (2) in the
United States and in Europe. These systems were originally designed to take advantage of L)bli.que
scattering or to use the communications engineering terminology forward scattering via ionized meteor

trails. Using this propagation mode, the range of a communicetions system can be extended around
the earth's bulge up to distances of 1200 miles. These systems employed high gain antennas at each
end of the link with their main lobes directed slightly to the left or right of the path between the
stations to take advantage of certain characteristics of the rieteur trails (7). Typical transmitter
powers range from 1KW to 1OKW and are tailored to the information rates and service being offered.

The system to be described here represents a different approach to tho meteor-burst communica-
tions technique. Quite early in the investigations of the meteor-burst pheiniiepon it was recognized
that certain types of ionized meteor trails cla~sified as overdense art, ,ear perfect reflectors of

radio waves. The formation of these trails occurs normally from 75 to 120 kilometers above the
surface of the earth. If a transmitting antenna is pointed upwards towards these trails, then some
of the energy radiated will be scattered back to earth to be detected by a receiver with its antenna
pointing upward in the same manner. Using this near-vertical inciderce backscattering technique
it is possible to communicate within the "skip-zone" the (region between thp limit of a transmitter
ground wave and the point at which the first sky wave is encountered). At frcquencies of 30 to 80
MHZ which are above the critical frequency of the E-la er, the skip-zone is corsidered tc be a blind
radio zone. In addition, these passive reflectors will enable local communication obstacles such as
mountains and deep valleys to be surmounted easily. While it is recognized that the intermittent
nature of the communications channel will restrict its use, nevertheless there are enotgh potentiel
applications of this type s-stem to encourage further study.

"Research has revealed that an enormous amount of data has been collected on, meteor occurrences and
ionized trails since 1945 by radio astronomers using VHF backscatter radars [3] [4]. This data is
related to such properties as the electron density of the trails, the frequenc", of
occurrence, radar cross sections, direction and angle of arrival and the duration of the echoes
encountered.

Much of the data available from these radar measurements can be used in the design of a
communications system, although most of it has been obtained using high power pulsed radars of from
10 to 300 KW peak power. The investigation began with a stddy of what could be achieved with small
transmitter powers. In one of the early tests of this system in July ot 1961 using transmitter
powers of 100 milliwatts anu narrow-band frequency shiftmodulation, signals fiere transmitted over a
7000 foot mountain range over a thirty mile circu;t. The receiving statior was loc.a-ed in a noisy
electrical environment so that it had to be operated from 6 p.m. in the evening to 6 a.m. in the
morning. Typically, during this time and on a number of occasions later, bursts of signal of two to
eight seconds were recorded three to four times during the night and early morning. Admittedly, this
is representative of a very low duty cycle for a communications link and yet for soffz types of data.
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for example, snow wat,2r content data which is collected by men on foot in the mountains of the
Western United States, a once-a-day reading or for that matter once-a-week reading is more than
adequate.

During the winter of :962 and 1963 a demonstration meteor-burst telemetry link was established
between Mt. Hood, Oregon and Seattle, Washington to transmit snow water content dat. from one of the
Soil Conservation Service's snow pillow sensors. The link employed a broad beamwidth low gain
antenna at the receiving end and a 3-element yagi antenna at the transmitting end of the link
oriented to produce a common area of illumination almost directly over the receiving station.
Results of these tests were successful and lead to some of the conclusions presented later concerning
antenna optimization. This encouraged the Department of Agriculture to proceed with the development
of its Snonet Meteor Burst-Telemetry System.

One of the serious problems slowing further development of the system in the late 1960's was
the inability to obtain frequency allocations for meteor-burst systems. In addition, satellite and
tropospheric systems with their wider bandwidth, high data rate capabilities became much more
attractive to military and commercial system users.

Recently, however, there has been renewed interest in meteor-burst systems. The nuclear
survivability of the meteor-burst medium is known to be superior to tropospheric, satellite and
HF skywave systems. The developement of small hand-held digital terminal equipments, inexpensive
microprocessors rnd small solid state memories have all stimulateo this revival.

Other indicators of this renewed interest are; The Defense Communications Agency (DCA) is
studying the feasibility of developing meteor burst for the Minimum Essential Emergency
Lummunications Network (MEECN). The Department of Agrict'lture is now implementing an extensive
system of meteor-burst telemetry for the collection of hydrologic data. The Department of Energy
(DOE) has initiated the development of a system for transmitting emergency messages between 14 DOE
offices nationwide.

Topics to be discussed in this paper are.

1. The Nature of the Meteor Scatter Phenomena
2. The Radio Propagation Model
3. Some System Design Considerations
4. Some Examples of Baseline Systems Design.

The results presented here are a combination of field evaluations and analytical studies carried
out over a number of years. lest links have been set-up at various locations in the western states.
In one such test the remoted terminal was located in Bakersfield California .ith the Receiving
station in the heart of Los angeles in an area of high man-made interference. Some of the ietnods
used to suppress this interference are described here.

Generally it can be concluded that the meteor-burst medium is well understood for both the
forward-scatter mode and the backscatter mode described here. This conclusion is based upon the
results reported here and the results of others in the field whose efforts have been documented from
time to time during the last forty years. Enough data has been collected to enable the design of
data collection and emergency communications systems with the now predictable performance vithin the
limitations of the meteor-burst propagation mode.

In the area of C3 1 Systems where secure communications and emergency communications are required
to operate in a nuclear enviromnent, more work is required in developing survivable entenna systems.
As indicated, in these type systems, the transmitted power is directed upward. It is possible then
to conceive of antennas flush with the groind and hardened in place with the operating personnel and
equipment in protected bunkers below the surface.

From the equipment point of view, the antenna designs described here are simple, easily trans-

portable and erectable. Tre hitters, receivers and signal processing equipments adaptable to this
type of system have now been .educed to back-pack dimensions and when not being used in the scatter
mode, can readily be reoriented to the line-of-site (LOS) mode. The optimum frequency range still
appears to be in te 80 to 100 MHz band and still produces the least costly designs.
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Using this near vertical incidence scattering mode described here, broad-beamwidth anteninas are
desirable so as to provide broad coverage of the E--egion above and around a transmitting and
receiviny station. Using this technique, sufficient overlap of patterns exists between ti.e stations
up to distances of 200 miles in any direction around the transmitting station. In addition, the
diurnal and seasonal variations in tise angle of arrival of meteor radiants can readily be accom-
modated.

II. Nature of the Meteor Scatter Phenomenoo

It is well established b3th by visual and radar type nmasurements that as the earth moves
through space in its orbit around the sun it is continuously bcmbarded with meteoric debris. As
these meteors entc(. the atmosphere of the earth, they burn up leaving 11 their wake long columns of
ionized particles at altitudes ranging from 80 to 120 kilometers. In some instances the electron
density of these trails causes them to ict as near perfect relectors of radlo waves. Almost as soon
as they form they begin the piocess of diffusion which is brought about in some instances by the
action of high altitude winis. Based upon radar and radio measurements, these trails have been
found to last from frdctions of a seconý to several .. iinutes and to be intense enough to support
intermittant rddio communications over distances up to 1200 miles. The intermittent nature of tihese
trails has led to the term "Meteor-burst" radio propagation. Typcial frequency assignments for this
type of propagation are in the range of 30 to 180 MHz. The lower frequency is bounded by critical
ionospheric frequencies to avoid ionospheric refractions. The upper frequency limit is due to the
chardcteristics of the receiving equipments and the meteor trails themselves.

Early observations of the effect of meteor ionization resulted from ionospheric research.
Appleton and Barnett (9) and Breit and Touve (10) noticed sudden increases in, the electron density
of the ionosphere as far back as 1925. The first siggestion that meters contributed to periodic
increases in ionization came from Skellet (10) in 1931.

During World War II the presence of meteors was detected on the early search radars operating
at 20 to 40 Mliz. Later during the V2 missile raids on London the presence was detected on Army Gun
Laying radars operating at 60 MHz.

Since that time radar backscatter measurements have continued to be recorded throughout the
world at various locations (3) (4). As a result of these efforts, the distribution of meteoric
particles in well defired streams of particles (meteor showers) is a matter of record (5). These
streams represent only a snall percentage of the total number of meteors entering the atmosphere ofthe earth daily. The figures are staggering and in the order of billions. In order to avoid a mass
panic situation it should be noted that these particles range in size from 0.8 micron diameter all

he way up to 8cm diameter and most totally disintegrate in the atmosphere (see TABLE I.

Meteor distr'butions. Backscattering and forward scattering from meteor trails are subject to
diurnal and seasonal variations in the occurrance of useable trails. The rotation of the earth
produces a diurnal variation in the rate of arrival of meteor radiants, for a particular location cn
the earth's surface. Meteors along the apex of the earths way are swept up by atmosphere, while
raolants at the antapex are produced by meteors overtaking the earth. Tihe distribution of activity
thrcughout a day is characterized by sine-like, diurnal variation with a maximum at 6 a.m. and .
minimum at 6 p.m. Figure 1A and IB illustrate this feature for a low power system. Seasonal
variations tend to produce a low level of activity in the first three months of the year reaching a
minimum in February and a maximum during the months of July end August. A nore detailed discussion
of duirnal and seasonal variation occurs in reference (7).

Nature of meteoric reflection. When a meteor trail is illuminated by radio waves from a trans-
mitter, each electron in its trail backscatters like a Hertzian dipole causing a portion of the trail
to act as an antenna, re-radiating the waves in a conical pattern as depicted in the sketches of
Figures 2A and 2B. The received signal is the vector sui or field strenoth sum scattered back by
each trail electron. In Figure 2A, the meteor path is normral to the path from the transmitter so
that it reflects the radio waves back to the transmitter in the way that it occurs in radar-type
measurements. Figure 2A also shows the footprint of the received signal which is returned tc a band
of locations on the earth's surface, providing the means for communication from the transmitter to
any point in the shaded area. Figure 2B shows a different meteor po'ition and inclination, resulting
in a net region in which communication becomes possible. For any given receiving site within the
shaded area, the average waiting time for a meteor with appropriate position and orientation to
provide a reflected path from the trans-itter will be approximately the same. If the area surounding
the transmitter contains a number of evenly distributed receivers, the waiting time to establish
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communication (if any receiver is accepted) will be reduced by the ratlo of the average area
accessible with each single meteor to the total area containing the receivers. Thus the traffic
capacity tends to increase as the area served is increased.

Duration and frequency of occurrence of meteor trails.
mTe larger meteors produce tralls of higher reflctivity. Because of the greater density

of ionized particles, these trails also persist longer than those produced by small meteors.
Figures 3A and 3B shows the general dependence of reflected signal amplitude and theoretical duration
as functions of meteor size. Average waiting time between meteors is also given to aid in interpre-
tation. Note ti;at two regions appear, exhibiting distinctly different be;-:-ior. The small meteors
produce a low density of ionized particles, permitting the incident wave to pass through with only
part of the wave energy scattered. The high ionized particle density produced by large meteors
results in total reflection of th2 radio wave; the expanding trail appearing as a conducting cylin-
der. The two types of behavior are referred to as "underdense" and "overdense" trails. As the
particles diffuse the appar(.nt size of this cylinder first increases and then diminishes as the
particle density drops. Eventually, the overdense trail degenerates into the underdense case, but
by this time the reflected signdl is of little significance.

The duration of overdense trails occurring at intervals of a few minutes are on the order of
a second and longer. However, disturbance of the trail geometry by high altitude winds often results
in fading of these signals due to interference between waves reflected from different parts of the
trail. Table II is a summary of the average burst duration and average interval between bursts
derived from field test data.

SFigure 4 is an extract from a chart recording obtained at a receiving site over a 60 mile
path using a 10 Watt CW transmitter. It is shown here to illustrate the form of the signals obtained
from overdense trails and underdense trails. lhoving from left to right, the long duration seven
second signal is typical of the signal from an overdense trail. The signal rises slowly to its
maximum and exhibits the effects of fadirg. The second signal depicts the form of the signal from an
underdense trail characterized by a steep rise in signal level followed by an exponential like decay.
The next signal to the right is an example of a smaller type overdense trail and to the far right
another overdense signal appears.

Interspersed between larger bursts of signal described above are many smaller bursts ranging
from 0.1 to 0.2 seconds duration. In a data transmission system, signal processing enables these
shorter signal bursts to be used. For exam',le, the bandwidth shown on the chart recording is
2.8 KHz, by suitable bandwidth narrowing, signal-to-noise improvements of from 10 dB to 14 dB are
achievable. The effect is to increase the amplitude and usable duration of the bursts of signal.

III. Radio Propagation Model

Basic transmission equation. The transmission equation for communications via meteor trails
follows f-om the familiar radar equation governipg free space and reflective losses. For monostatic,
the equation becomes:

PR GR GT

PT 16 Ty 2 R4  (1)

"where PT = Effective transmitted power
PR = Incident power at receive antenna

GR GT = Power gains of antennas toward trail, relative to an
isotropic radiator in free space.

R = Range to meteor trail in meters
= Wavelength in meters
= Backscattering cross section in square meters

Wher the receiver and tra,,smitter locations form bistatic geometry this relationship is modified to:

PT 16r 2 R2T R2R (2)
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where RT, R = Range in meters oe trail frx transmitter and receiver, respectively.
A= Effective cross sectional #rea in square meters for forward or obliove scatter.

The development of transmission equations describing both backscatter and forward scatter models
is presented in more detail in reference [3] [4]. Figure 5 illustrates the path geometry f'r two
projected cases. Angle X in this case is termed the "Forward Scatter Angle" and can vary from
typically 4°to 600. The bisector of this angle is normal to the tangent plane fier prolate spheriod
geometry.

Forward scattering requires that the effective cross-sectional areas and the resultant trans-
mission equations be modified from the back scatter relationships. With specular reflection and
bistatic geometry, a meteor trail to be useable must be tangent to one of a family of ellipsoids
(prolate spheroid) with foci at the transmitter and receiver. In addition, the trail must be at
least the length of one-half of the first Fresnel zcne at the point of tangency and observable by
both the transmitter and receiver. As a result of the oblique geometry, the length of the first
Fresnel zone increases considerably over backscatter dimensions. The greater length of the Fresiel
zone means a larger number of electrons are contributing to the scattered energy and the received
signal should be greater than for backscatter under the same circumstances. Oblique incidence is
equivalent to an increase in wa..Iength, A sec 46 , thus a larger initial signal with an increase
in duration will be received.

Field tests. The radio propagation model just presented is a simplistic approach used ini-
tially. To obtain more refined data, a field test program was initiated. The objective of the field
tests was to obtain sufficient data to make a statistical estimation of expected path loss, and of
signal bursts and frequency of occurrence over short distance paths. Plenty of data was available on
radio-type measurements and on long-distance forward scattering communications paths. No data could
be found on systems using near vertical incidence with "forward scattering angles" (this term is used
here with some reseriations in this case) of from 4 up to 60 degrees. This as angle 2 0 in Figure 5.

The test radio links copsisted of CW transmitter and dipole antennas at the transmitting end
and, a dipole antenna and calibreted receiver at the receiving end.

The antennas. The antennds were spaced 3/8 A above a reflecting ground plane. Using this
arrangement Mhe gain was reduced in the zenith direction and peaks out at angles of 450 around each
station (see Figire 7:,

Receivers. The AGC of the receivers was calibrated using a resistive tertination and frequency
standard. The rise and fall of the AGC voltage was adjusted so that the rise time was less than 1
millisecond and the decay time less than 5 milliseconds. The bandwidth of each receiver was measured
using the frequency standard and holding the AGC voltage constant for both a high and low AC-C voltage
reading.

Transmitters. The output power of the transmitters was measured and the effects of short-term
drift noted.

Test procedures. Test links nere established using the equipments described with the transmitter
moved in various directions around the receiving station, or baselines extending from 10 miles to
200 miles. These links were set up in various locations in the Western United States. These tests

4 made it possible to assemble a large amount of data on the durat;ons of bursts of signals, the
average interval between bursts and the amplitude of the received signal over a time pe. lod of
many months. Eventually this data was broken down into blocks and the slow process of counting, for
example, the number of 0.1 second, 0.5 second, 2 seconds, 5 seconds and so on even up to 4-hour
bursts was started. At the same time the interval between bursts of the same duration was being
recorded also. Once this process wat underway an attempt was made to reduce the data to manageable
propnrtion using the computer. The end goal was to develop a set of design criteria to be used by
system designers.

i N One observation made from these tests was that up to transmitter and receiver spacings of 100
""M the path loss was fairly constant, from then on the fall off was quite gradual. This effect is
illustrated in Figure 6. The second observation was that the duration and interval between bursts
began to assume a predictable pattern. For example, it was fcund a half-second burst could be
expected to occur every minute, a 2-second burst every five minutes and a 10- to 30-second burst
every 100 minutes. This data is summarized in Table II for average burst duration and interval
between bursts.
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Computer program. The original path toss computations were based upon the simple radar equations
derived from the basic transmission equation for theqbackscatter case by Lovell and Clegg [4] and
by Mckinley [3]. The following assumptions were made by the autor:

a) That flat earth could be assumed for distances up to 150 kilometers.

b) That only overdense trails would be used for communciatlons since they presented near
perfect reflsctors for radio waves.

c) Broad beamewidth antenna would be used to illuminate large area in the E-region above and
around each station. In addition, a large common area of E-region illumination would exist
between transmitting and receiving station.

It was known as indicated earlier that the electron densities uf trails varies typically
from 1014 electrons/meter to 1018 electrons/meter and that the duration of the overdense trail
varies from about 0.3 seconds up to 30 seconds and more. This had been verfied using CW transmitters
and calibrated receivers. The decision then was to combine the experimental field work with a
computer program to try simplifying the system design procedures.

Since the received power varies as 1/R4 where R is the distance in meters between ti)e trans-
mitte:r and reflecting trail and between the reflecting trail and the receiver, the effect of varia-
tions in the length of R brought about by increases in the spacing between the transmitter and the
receiver over the distances contemplated for short range communication could be ignored. It had
been found to be the case experimentally. This effect can be seen in the curve of path loss versus
distance shown in Figure 6.

The formulas recorded by Sugarl7] have been used as the basis 9f the computer program. Here the
effects of polarization antenna gain, variation in R1, R2, A and d are considered in more detail.
The effect of the variation of some of these parameters upon duration, interval between bursts
have been exnosed as a result of the program.

In addition to this work, an attempt has been made to determine on a statistical basis, the duty
cycle of a multi-station complex 5y taking into consideration some of the complex geometry of the
meteor communication path. These considerations are not very significant at low frequencies. At
higher frequencies, particularly in multiple access systems operating at 150 MHz, the results are
more significant and to be a subject of another paper.

Trade-off study. The computer study was instrumental in producing the system trade-off stuJy
shown in Figure 8. This approach is directed at data transmission systems where meteor-burst type
"systems perform best. Using this type data a designer, for example, knowing the data rate, band

:1'i width and transmitter power, can determine the duty cycle of the proposed system. This approach is
a first attempt at refining the data for use ard is still being studied.

IV. System Design Considerations

Duty cycle. One important aspect of meteor burst communications is the suitability of the
mediumifTolrtransferring the amount of information to be transmitted. The number and duration of
useful trails as well as the phase amplitude characteristics of the medium are important. When
modulation scheme, matched to the characteristics of the medium, is selected for a system, it then
becomes possible to establish system duty cycle.

Duty cycle can be defined as Duty Cycle = Mean System Rate/Fixed Instantaneous Rate. When

maximum use Is made of the medium, the duty cycle represents the availability of the medium. This
represents a proper definition for availaoility, since it includes the profitable or unprofitable
use of those trails which overlap in time.

The duty factor for maximizing the amount of information tranisformed has received extensive
treatment by various authors (12). Its use in this application has to be modified.

In data collection systems where a small amount of information Is stored at a number of sites
and only requires periooic transfer to a central location, access time and useful trail duration
longer than a minimum interval is the first consideration. If the system is designed to use trails
which are longer than the transfer time for a message and each trail is considered to support one
transfer, then the number of useful trails becomes the dominating availability factor. Thus, duty
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factor, as generally used, does not apply. The approach then is to match the information to the
burst duration and interval between bursts.

Remote sites. At remote sites prime power requirements become a major consideration. The power
source must be self-contained. Typically, with today's technology there are combinations of solar
cell and storage battery; battery, and thermo electric generator and propane gas heat source.
Unattended operations demand a reasonable level of reliability. Each of these considerations impacts
on the cost. Cost also becomes a controlling consideration in view of a large number of remote
sites with very small amounts of information to be transferred. These factors suggest closed-loop
operation be utilized. Its direct cost for the type of environment where trail availability is
critical will usually be less than the indirect costs imposed by open-loop operation. Typical
trade-offs associated with open-loop and closed-loop operations are listed in Table III. Closed-loop
operation was considered necessary for baseline system. There are occasions, however, when open-loop
operations could be featured for certain sites and conditions, typically, a low rate data transfer
system using low power transmitters overdence type trails.

Receiver noise. The noise level for VHr receivers is primarily determined by cosmic noise
unless operation is contemplatd within high-noise environments of suburban or large city areas.
Figure 9 illustrdtes that cosmic noise more so than receiver noise establishes the onerating noise
level for frequencies between 30 and 100 MHz. Cosmic noise will be used as limiting the reference
noise limit.

At 30 MHz cosmic noise is defined as 1.38 X 10-23 X 30,000 X BW or -183.9 dBw/Hz. This is
roughly 2C dB above an ideal receiver so that any reasonable noise figure in a receiver (6 to 12 dB)
is acceptable.

Reiaote site operaton in rugged terrain reduces the effect of man-made noise levels and in addition
offers substantial relief from the potential interference from undesirable radio signals from other
sources.

in some instances, particularly in the short range backscatter type system, the terrain can be
used to reduce interferrence by locating the antenna in a valley. Another approach is to locate
the antenna in, for example, a chain link fence enclosure. This approach has been very effective
in reducing man-made interferences. Man-made noise is more often than not vertically polarized and
propagates along the ground. The fence effectively diverts this interference away from the antenna.

Antenna systems. The approach here as previously mentioned is to use low gain antennas to give
broad coverage of the E-Region above and around the transmitting and receiving stations. As a
result of the overlap of antenna patterns, a large areas of the E-region is illuminated by the
receiving and transmitting antennas. The ionized trains form ;n a downward direction, and as the
earth rotates, the direction of these trains appears to change giving rise to the diurnal variation
noted earlier. In long-haul systems the positions of the transmliting and receiving antonnas are
changed from one side of the great circle pith to the other to take advantage of the meteor trail
hot-spots as they have been described (1). In the backscatter system any meteor trail which forms
to the right or left of the line-of-site path between stations, behind the transmitting station or
receiving station provided it meets the geometric orientation stated previously will provide a
communication path.

Another advantage that has a bearing on muiti-staticn networks all operating on the same
frequency, is a trail aligned to provide a communications path between stations, for example, A and B
may not be favorably aligned for station C. In some instances when a large number of stations have
to be polled periodically; they can all be polled at the same tine. Another possible advantage is
that ccnvertional LOS systems and backscatter systems can be operated simultaneously, in some cases
on the same frequency, without interfering with each other.

Modulation schemes. Various types of modulation schemes have been tried, all have been found to
lend themselves to this type of medium. These are as follows:

a) FM/FM telemetry.

b) Frequency following receiver. An FM receiver can be made adaptive to the extent that it can
search out a signal and adjust its frequency accordingly. The phase locked loop is a common
implementation of this technique.
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c) BanJ divioing receiver. Rather than performing detection in a wide band, it is practical to
divide the I1, band pass into a number of smaller bands. Each band must be equal to twice
the signal band width and the bands are made to overlap by the signal band width. In this
manner, there is assurance that the signal will be totally enclosed by one of the sub-bands.

A selection of the sub-bard to be used is made by a signal-to-noise measurement on each
channel. Since each sub-band is twice the required band width, a 3 db penalty is incurred.
This is considerably better than the 10 db loss from detecting in the wide band. The
multiplicity of channels and the channel selection equipment, however, represents a
considerable increase in complexity. The bank of sub-hands can be used to additional
advantage. By connecting the output of alternate bands i, phase opposition, a considerable
negation of impulse noise can be achieved.

d) Pulse compression. The problems of instability can be resolved at the 140 BPS rate by using
frequency sweep rather than shift. This system can resolve the stability problem and still
retain an effective noise band of 140 cps. This is basically a pulse compression technique.
The mixer is the detectoi and responds to a sweeping frequency by producing a beat note
between the instantaneous frequency and the signal frequency seconds earlier. By using
two sweep rates, the binary states can be conveyed. Since the two channels are detected in
phase opposition, the system is largely immune to impulse noise. The noise bnd width is the
width of the band passfilter and this need only be large eno'ugh to support the 140 BPS data
rate.

Interrogation. The power in the base station can be increased considerably above the remote
transmitter. It is desirable to achieve turn-on as fast as possible to best utilize the transmission
time. In adJition, the power to band width ratio of the down-link and up-link should be equal in
order for the system to realize the greatest reciprocity.

Voice transmissions. Voice transmissions have beer, transmitted over the backscatter link using
continuous loop tape recorders at both terminals driven from stable frequency sources, in one case
using the local grid. The voice transmissions are recorded on tape and then continuously radiated.
As the path opeps up intermittantly, parts of the message are received and recorded on the receiver
site tape recorder until all of the message is assembled and read. The method used here is perhaps
better described as a meteor-trickle system rather than a meteor-burst system.

V. A Baseline System Design

Sstem requirements. The system used here as an example is described as follows: The system
is designed to transmit data sequentially uring frequency shift keying as the modlation mode. The
calculations are based en operation at signal/noise threshold.

Duty cycle and burst length. The system specification states the requirement to interrogate! up
to 300 remote stations. Each station has an average of 4 sensors with a desired interrogation
of one to two times daily, between 1200 and 2400 daily transmissions are required. Since the
frequency of intfrrogation may be a function of the scnsor and the location, it is desirable to
interrogate each sensor, rather than each remote station. To achieve this on a single interrogation
per burst basis, requires operation on the 0.1 second burst level. There are an average of 2880
bursts of 0.1 second duration per 24-hour period. The message length must be somewhat less than
.1 second. The path delay will be roughly .001 second. We can anticipate a turn on time of .001
to .01 seconds. The message length must be less than .09 second.

The average waiting ti-ie for a 0.1 second burst is 0.5 minutes. If the system uses a sequential
interrogation program and waits for each reply before interrogating the next sensor, the probability
of receiving a reply in the half minute period is 0.5.

Probability of not receiving the reply is (1-.5); probability of not receiving a reply in N
periods is (1-.5 )N; probability of receiving a reply in N periods is 1 - (u-.5)N.

or

P(a) =

The waiting time can thus be determined as 3,(.5) minutes.
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For a .99 probability of message receipt:

.99= -.5N

Therefore, the time to interrogate a sensor will average 0.5 minites and will be greater than
3.35 minutes in no more than 1% of the interrogations.

Information, rates, and deviation. A typical transmission requires a parameter resolution of
1%. This is equivalent to an ensemble of 100 discrete levels. A 7-unit code would be required. To
send this data in .05 seconds, a rate of 140 BPS is required. The data required for a 0.1% accuracy
is 10 bits. At 140 BPS, this would require .071 seconds. The theoretical bandwidth required for an
arbitrarily small error rate is described for a data rate C as:

C BW log2 (1 + S/N)

or

BW= 140Slog92 11 + S/N)

for

S/N = 0 db, BW = 140 cps

S/N = 4.6 db, BW = 70 cps

S/N = 12 db, BW = 35 cps

This same relationship applies to an analog channel. That is, using a 140 cps channel for
distinguishing 100 discrete frequency states of a single tone:

!L = 140 log2 (1 + S/N)

T

or for a S/N = 1,

T = 7 Bits = .05 sec.
'0-7-622

Where T is the integration time required to distinguish tne tone frequency within 1%.

Permissible Signal to Noise Ratio (S/N).

The determination of S/N threshold for the system is made on the basis of acceptable error rates
in the output signal channel. The detected S/N can then be translated to predetection of IF S/N.

Assume a maximum message length is 10 bits. An error rate of 10-3 would result in one incorrect
message in 100 transmissions. An error rate of 10-4 would result in one incorrect message in 1000
transmissions. Since the concern here is with threshold values, an error rate between 10-3 and
10-4 would seem adequate.

The error rate as a function of output S/N is shown in Figure 10 for a two-state signal. As can
be seen, the desired error rate reqdires an output signal-to-noise ratio of 11 to 12 db. 12 db is
taken as the acceptable threshold value. These establish the theoretical relations for information
and bandwidth.

Cosmic noise. A 15-watt transmitter power (+ 11.7 dbw) is available. Cosmic noise is defined
as 1.38 x 10-z- x 30,000 x BW or -183.9 dbw/cps. This is roughly 20 db above an ioeal receiver so
any reasonable noise figure in the receiver (6 to 12 db) is acceptable.

Noise. Man-made noise is generally of an impulse nature and can be effectively sliminated
(especially in a narrow band system) by wide band limiting and phase cancellation. The cosmic noise
level of -183.9 dbw/cps is, therefore, taken as the system limitation.
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The noise level in the 140 cps band pass is:

-183-.a dbw + 10 log 140 = -162.4 dbw

The required signal level is:

. -162.4 dbw + 12 db = 150.4 dbw
For the 15-watt transmitter and the path loss associated with the 0.1 second bursts, the received

signal level is:

11.7 dbw -150 db = -138.3 dbw

This leaves a 12.1 db margin if the band pass is confined to 140 cps. Since the system must
have all instabilities resolved if detection is confined to this band pass, the 12 db margin can be
utilized to resolve this instability.
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SEASONAL VARIATIONS IN THE AURORA IONOSPHERE

B. W. Reinisch, J. Tang and Huang Xueqir
University of Lowell Center for Atmospheric Research

Lowell, Massachusetts 01854

ABSTRACT

Automatic processing of digital ionograms from Goose Bay, Labrador (650 corrected
geomagnetic laticude), permits fast evaluation of the diurnal and seasonal varia-
tions in the ionosphere. Ionogram data from 1980 are processed and displayed in
ways that show the seasonal variations in foF2 and hminF. The effects of the mid-
latitude trough that moves over the Goose Bay Station in the late evening is
discussed.

1. INTRODUCTION

Automatic processing of ionograms has become possible with the availability of ad-
vanced digital sounders. Since about 1970 when the first digital ionograms were
routinely recorded on magnetic tape we w,re developing software and hardware tech-
*iques for the extraction of te echo traces from the ionograms (Bibl et al, 1973).
The initial conecept was to decide immediately after transmission of each individual
frequency which signals are echoes and only retain the amplitudes and heights of
the identified echof-s. For the archiving of routine ionogram observations and for
thl• monitoring of ionospheric trends (Buchau et a], 1978), this method is accept-
able if a sufficient number of echo points per frequency is allowed. But this ap-
proach is clearly inadequate for many scientific investigations in a disturbed
ionoapheir where the researchers want to 3ee the complete range-versus-frequency
display, i.e. the raw ionogram. Such a display not only reveals all the nuances
in the signal characteristics but it also ?stabisbhe; a coi n,,",, -1 .•tk ' n +,
L]I•fdz~iiac raio- ionograms. Bibl and Reinisch (1978) described the on- or off-
line printing of Digisonde ionograms using an optically weighted font to retain
the digital resolucion in the quasi-analog ionogram display (Figura 1).

A special objective is the automatic calculeti n of vertical electron density pro-
files. In this case, the verti~al echo trace must be extracted and oblique, ducted
and multiple echoes disregarded. During auroral night conditions the trace must
be found within the spread F signals, relying on amplitude, doppler and incidence
angle informations that are contained in the digital ionograms. This is only pos-
sible by examining the ionogran in its entirety.

In this paper T-e shortly describe the automatic ionograln scaling algorithm, devel-
oped on a main frame computer, and its application to some ',000 ionograms from
Goose Bay, Labrador. The diurnal and seasonal variation of the critical frequency
and the minimum virtual height of tha F2 layer are used as indicators for the vari-
ability of the auroral r rcgion.

In 1.971 the Air Force Geophysics Laboratory (AFGL) established the Goose Bay Iono-
spheric Observatory, equipping it with riometers, magnetometers, satellite receiv-
ers for totpl electron content measurements, and a Digisonde 128 for bottomside
ionospheric sounding. Gonsp Bay is located at 530 geographic and 650 corrected
geomagnr.tic latitude which means that the auroral cval (Feldstein and Starkov,
1267) reaches Goose Bay around local midnight during Q = 3 conditions (Gassmann,
1973), and correspondingly earlier during high magnetic activity. The mid-latitude
F region trough, extending oome 100-200 kmi equatorward from the southern edge of
the oval is observed in the Goose Bay ionograms as a rapid decrease in foF2.
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In 1978 !he new Digisonde 128PS (Bibl and Reinisch, 1978) was installed at Goose
Bay capable of me.suring the signal polarization, incidence angles and doppler
shifts. The Geomonitor (IReinisch and Smith, 1976) currently performing the real-
time ionogram scaling at Goose Bay does not yet take advantage of the additional
information ajailable. The new scaling algorithm presented here will eventually
be implemented for the on-line processing.

2. AUTOMATIC SCALING OF M[ILTIPARAMETER IONOGRAMS

Automatic sceling of ionograms requires proper tagging of the signals with regard
to polarizacion and incidence angle. fo monitor the overhead ionosphere only ver-
tical echoes should be considered. The tape-recorded vertical ionograms from
Goose Bay contain for each frequency-range pixel the polarization, incidence angle
and doppler 'nformation in addition to the amplitude. An amplitude ionogram with
mild spread I is shown at tht bottom of Figure 1. The X-cusp emerges out of the
O-t.ace at about 5 MHz, and the automatic separation and identification of the 0
end X trace from the amplitudes alone would be difficult. By printing only the
vertical signals with O-polarization we obtained the ionogram in the upper half of
Figure 1, which contains the data points the automatic scaling algorithm is using.
Figure 2 shows a quiet daytime ionogram which is substantially simplified when the
fxFl and fxF2 cusps are zemoved (top of Figure 2). There are a number of bite-outs
within the vertical 0-trace which are caused by oblique or X-polarization echoes
with higher amplitude than the vertical O-echo in theýe particular pixels. Some
of these holes are replenished during the processing by cl-ecking the pixels sur-
rounding the holes.

The scaling , •orithm starts the trace identification by finding the center win-
dows, independently for E and F regions (sea Figure 2). Allowing for reasonable
slopes, the trace is then determined by sliding th(: window to the riZht (increas-
%ng frequency), and later to the left of the center position. This integrating
window method appeared tc be successful even under relatively disturbed conditions.
Without going into details of the scaling algorithm, it should be mentioned that
the resulting h'(f) trace may not be a smooth function suitable for use in a elec-
tron densitj profile inversion program that is based on the standard lamination
technique (see for e'xauple Doupnik and Schmerling, 1965). The trace data would
have to be smoothed which is not a simple task because of the peaks in h' at foE
ard foFl. Huang and Reinisch (1981) successfully applied the profile-fitting
method to automatically scaled topside ionograms. T'lis method finds the monotonic
electron densi, profile, described by a polynomial, that best reproduces the h'-
traces in the least-squares sense. We are in the process of applying this approach
to the automat-cally scaled Goose Bay ionograms, considering the multi-layer struc-
ture of the bottom,ide ionosphere.

3. VARIATION OF THE AURORAL F REGION

lour months of ionograms for January, April, July and September 1980 were processed
with the new a±gorithm. With three ionograns per hour, or 72 per day, a total of
about 6,000 ionograms was automatically scaled. We only discuss here two imor-
tant F-region parameters, -he F2 layer critical frequency foF2, and the minimum
height of the F-layer h'1. The results for the four seasons are displayed in Fig-
ure 3, using the same optically weighted number font as the ionograms. The left
most panel shows foF2, the middle panel h1F, and the right panel the magnetic ac-
tivity. The 72 daily readings are arranged in one li• , with consecutive days
following each other. Days with no data were simply deleted, namely January 25,
April 5, 6, 17, 18 and July 19, 31, without seriouE effect on the evolving pattern.

January shows a well defined presunrise minimum in foF2 of about 3.5 MHz at 07 AST,
and the morning increase in foF2 is very steady during the entire month. The sharp
break in intensity indicates the 12 MHz line. During the first half of January
foF2 is larger than 12 MHz for three to four hours around local noon, occasionally
eexceeding 14 MHz. After January 20, foF2 stays below 12 MHz. This is also true
for the tirst fiw days in April. Starting with April 8, the foF2 peak values are
about 6 •IIz occurring in the late afternoon around 1800 AST. Values close to or
above 10 MHz are reached on April 11, 14, 19, 22 and 27, centered around 14 AST.
July shows the maximum at 18 to 19 AST reaching values of 8 MHz. The presunrise
minimum of about 4.5 MHz occurs around 03 AST for April and July but it is not as
sharply defined as in January. In September the pattern is changing again. The
presunrise minimum of about 4 MHz is well defined around 04:30 AST, and toward the
end of the month the peak of 11.5 MHz occurs around noon.
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The gross features of the F ldyer are fairly well described in this way. The F-
region trough is not always easy to see. The sharp decrease in foF2 occurring be-
tween 20 and 23 AST during the months of April and September seems to indicate
that the equatorward edge of the trough is moving over the station. In January
and Septembev* the transition tc night conditions occurs gradually and identifica-
tion of the trough in the foF2 maps requires comparison with the individual iono-
grams, which we have not yet dcne.

The minimum virtual height of the F region shows some very systematic patterns.
As expected, the height reaches its maximum at night, displaying a large degree of
variation, while the day values are much more consistent. In January, the heights
level off shortly after sunrise to about 230 km and show little variation during
the day. The apparent height minima at 09 and 16 AST are the result of a mistake
in the scaling algorithm, which mistoo- the high cusp at foE as F-regior echoes.
We have eliminated this mistake but have not yet corrected the figure. In April,
July and September the heights decrease rapidly at 05 to 06 AST to about 220 kr
and form a shallow minimum of 210 km around noon.

The night values for h'F vary considerably from day to day and the controlling
function of the magnetic activity especially in the early night hours becomes evi-
dent when one compares the magnetic A-index with the height values. It is not oup
intention in this paper to analyze the F-layer height variations in terms of mag-
netic activity but rather to present a technique that makes it easy to relate dif-
ferent geophysical parameters. A good example is the magnetic storm starting on
7 April. The virtual height reaches values of 350 to 460 km at night, and on
April 11 minimum heights of more than 400 km occur already at 16 AST. Similar
good correlation exists in January and July, while the situation in September is
less clear.

CONCLUSION

Automatic processing of ionograms provides the means for a fast and detailed sur-
vey of the diurnal and seasonal variation in the ionosphere. Our study of the
auroral F-region at Goose Bay, Labrador, showed a fairly regular diurnal variation
that gradually changed with season. Abrupt day-to-day changes in foF2 and h'l -re
clearly identified by the method, demonstrating its superiority over the use of
monthly median curves. After having verified the accuracy and usefullness of our
processing technique we can now apply i÷ to an entire year of date to better under-
stand the seasonal variations and the effects of magnetic storms. We can also
apply our new electron density profile inversion algorithm to thd automatically
scaled Goose Bay ionogram data. It would appear desirable that as soon as Xlhe in-
version algorithm is completed to implement this technique fol real-time processing
of ionograms. The HF and VHr communication user could tnen obtain an up-to-date
electron density profile at any time of the day using telephone/modem links.
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REMOTE SENSING OF HIGH-LATITUDE IONIZATION PROFILES
BY GROUND-BASED A&D SPACEBOiRNE INSTRU'MENTATION

by

Richard R. Vondrak
Radio Physics Labo)ratory

SRI International
Menlo Park, CA 94025

ABSTRACT

Ionospheiic specification and modeling are now largely based on data provided by active remote
sensing with radiowave techniques (e.g., ionosondes, incoherent-scatter radars, and satellite beacons).
More recently, passive remote sensing techniques have been developed that can be used to monitor
quantitatively tLe spatial distribution of high-latitude E-region ionization. These passive methods
depend on the measuremen., or inference, of the energy distribution of precipitating kilovolt elec-
trons, the principal source of the nighttime E-region at high latitudes. To validate these tech-
niques, coordinated measurements of the auroral ionosphere have been made with the Chatanika
incoherent-scatter radar and a variety of ground-based and spaceborne sensors.

INTRODUCTION

Evaluation of the effects of the ionosphere on radiowave systems ýequires an accurate spec.ifica-
tion of the spatial and temporal distribution of ionization. The most accurate ionization measere-
ments are those made directly by :n-situ spaceborne sensors, although they are limit-d to observations
in the immediate vicinity of the rocket or satellite. For this reason, ionospheric specitication
modeling are now largely based on data provided by active remote sensing ty radiodave techniques
(e.g., ionosondes, incoherent-scatter radars, and satellite beacons).

More recently, passive remote sensing techniques have been developed that can be used to monitor
quantitatively the spatial distribution of high-latitude ionization. These passive methods utilize
the measurement or inference of the energy distribution of precipitating kilovolt electrons, the
principal source of the nighttime E-region at high latitudes. The energy distribution can be measured
by rocket-borne or satellite-borne charged particle detectors. Another possibility is to infer the
electron energy distribution from weasurements of optical emissions at multiple wavelengths or from
measurements of bremsstrahlung X-rays. From the eneigy distribution one can obtain the altitude
profile of ionization by application of energy-deposition codes and atmospheric models.

The utility of these passive methods depends on the -acy of the particle-emission and par-
ticle-atmosphere codes. To validate these techniques, ', :ed measurements of the auroral iono-
sphere have been made with the Chatanika incoherent-scatter radar and a variety of ground-base; and
spaceborne sensors.

This paper illustrates the utiliti of the ,arious techniques by showing two examples of simul-
taneous measu-ements with incoherent-scatter radar and passive remote sensors. In the first example
"the radar was coordinateC with measurements by a rocKet-borne array of chargee-particle detectors.
In the second, the radar observations were compared with data from ground-l'ased multi-wavelength

photometers, The final section of the paper discusses the accuracy and some of the limitations of
the remote sensing methods.

PASSIVE REMOTE SENSING METHODS

Passive remote sen-.ng of the ionosphere requires an ability to measure the princtpal source of
ionization. In the high-latitude nightlime E-region, charged-particle precipitation generally
supplies more than 90% of the total ionization. Other sources (galactic EUV and cosmic radiation,
scattered EUVI produce a peak E-region densi y of only 2.5 x 103 cm- 3 , while the E-region densities
exceed 1 x 0O em- 3 

even in the diffuse aura-a. During most auroral conditions, kilovolt electrons
are the principal source of E-region ionization.
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The altitude profile of ionizaLlon produced by auroral particle precipitation is a function of
the flux, energy distribution, and species of the precipitating charged particles. The production
rate of ion-electron pairs in the atmosphere is proportional to the altitude profile of energy deposi-
tion. This profile can be computed by standard methods that have beer developed for both protons
(Father, 1970) and electrons (Rees, 1963; Berger, Seltzer, and Maeda, 1970). The ionization, n, in
the E-region is related to the production, q, by the electron continuity equation:

Dm 2 +0
7- . q - an + v • In

w hete a is the effective recombination coefficient, and v is the velocity of the ionospheric plasma.

If we assume equilibrium corditions and neglect transport, then Q is equal to the recombination loss
an2, These assumptions are normally valid below altitudes of about 200 km. In this case, the
accuracy in determining the ionization profile depends on the combined accuracies of the measured
energy spectrum, the energy deposition codes, and the assumed profile of the effective recombinat 4

on
coefficient.

The photo-netric method uses the ratio of commonly obsarved auroral spectroscopic features to
infer the characteristic energy of the electron flux producing the emissions. The physical ba3is of
this method is that incoming electrons of different energies are 6topped at different heights, where
they excite atoms and molecules in pioportion to the abundance of each epecies at that altitude. For
example, an electron of low energy will produce emissions of atomic oxygen at 6p00 X in greater
abundance thaxn it %ill produce emissions of ionized molecular nitrogen at 4278 A. Rees and Lt.ckey
(1974) have computed the ratios expected for incoming electron beams with Haxwellian energy distribu-
tions. If emlssion intensities are measured at two wavelengths, a fit to a two-parameter differential
energy distribution can be made. For a Maxwellian distribution the parameters used are the total
energy flux and the energy at the peak of the distribution (which is also referred to as the charac-
teristic energy a). The mean energy of a Maxwellian distribution is twice the characteristic energy.
Analyses of photometric and radar measurements have shown that this technique works for characteristic
energies less than approximately 10 keV (Sears and Vondrak, 1981).

Measurements at visual wavelengths suffer from the restriction to only nighttime measurements,
becauie of scattered sunlight. Two other iavelength regimes have been used for top, ide remote sensing:
the ultraviolet Lnd the X-ray (Imhof et al., 1974; Mizera et al., 1978). At these wavelengths, it is
oossible to monit,,r the dayside ionosphere with spaceborne sensors. Unfortunately, it has not yet
been demonstrated whether such measurements can be used to infer unambiguously the differential
energy distribution of precipitating electrons and to compute the associated altitude profile of
ionization.

The capabilities and limitations of the optical remote-sensing techniques are listed in Table 1.

Table 1

SPACE-BASED OPTICAL REMOTE SENSING OF AURORAL PARTICLE PRECIPITATION

•Wavelength Albedo Corrections Temporal Coverage Energy Distribution?Posibergy Distribuetion?

Visual Necessary Night only yes, if a < 10 keV (assumed
to be Maxwellian)

X-ray Unnecessary Day and night yes, althou:gh some ambiguities
(1 < Ee < 100 keV)

UV Unnecessary Day and night Uncertain, probably impossible

IONOSPHERIC PROFILES INFERRED FROM ROCKET-BORNE ELECTRON FLUX MEASUREMENTS

It is possiole to validate the technique of inferring altitude profiles of ionization from
space-based electron flux measurements. This is done by comparing these profiles with simultaneous
measurements of the ionosphere made with another sensor. Such comparative "input-output" experiments
have been pe.formed many times with the incoherent-sratter radar facility at Chatanika, Alaska
(Leadabrand et al., 1972) and rocket-borne detectors flown from the nearby Poker Flat Rocket Range.
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As an example, ionospheric conditions during a coordinated rocket/radar experiment are shown in

Figure I. On. 9 March 1978 a Thrrier-Malemute sounding rocket was launched from Poker Flat over a
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FIGURE 1 CONTOUR MAP OF IONOSPHERIC ELECTRON DENSITY MADE WITH
THE CHATANIKA RADAR ON 9 MARCH 1978. The contours are in
units of 104 cm-

3  
The rocket trajectory is also indicated

stable, premidnight auroral arc. As part of the Rice Universily scientific payload, it carried an
array of 11 electrostatic analyzers and two Geiger-Muller tubes to measure the electron flux in 13
energy intervals from 0.04 to > 40 keV (Pulliam et al., 1981). The Lrajectory of the rocket is
shown in Figure 1, as well as isodensity contours of the altitude and latitude of ionization measured
simultaneously by the Chatanika radar. The radar was -.. ezated in an elevation-scan mode (Vondrak
Sand Baron, 1976) so as to measure the electron density 10-ar more than 300 km of latitudinal extent
in tne E-region witi. a spatial resolut.Lon of about 10 km. Conspicuous in thc ionization contourts are

the d~ffuse aurora overhead and to the north of Chatanika with E-region maxima of about I x 105 cm-3

at an altitude of 120 kin, and the incense arc in the north with a maximum density of more than
6 x 105 cm-3 at 110 km altitude. The arc is imbedded in a region of enhanced ionization about 40 km
wide and marks the northern boundary of any E-region ionization greater than 6 x 104 that was within
the radar ficld of view. These measurements were made in the geomagaetic meridian plane, and repre-
sent a two-dimensiona, cross-section of the auroral features that extended in an east-west direction.

As zan be seen in Figure 1, the rocket was above an altitude of 200 km from about 40 km north of
Chatanika to 220 km north. At this altitude the incident kilovolt electrons are nearly unattenuated
by atmospheric absorption and scattering. These rocket measurements of electron flux have been used
as an input to an energy deposition code to compute the E-region ionization diotribution below the
rocket trajectory. Four-second averages of the particle spectra were used, resulting in a spatial
resolution of about 10 km in latitude. Isodensity contours drawn from these profiles are shown in
Figure 2. For comparison we show in Figure 3 the Chatanika radar measurements fir the sa-. region on
a comparable spatial resolution. It can be seen that the principal features are present in both

- ~iodensity cross-sectionb, with good agreement both in general morphology and absolute values. To
illustrate this further, we show in Figute 4 the inferred and measured profiles at two locations:
within the diffuse aurora .nd within the auroral arc. It can be seen that they agree to within about
20%, an agreement typi :aj of all the comparisons made during this expcriment.

-347

4 m -l



! v.

200

- F, 1 1

i o "I ,_. 'v.. -_'x-

[7ELECTRON OENSITY - 105 cm"3

121 16

"0 40 80 240

DISTANCE NORT4 O= CHATANIKA - km

FIGURE 2 CONTOUR MAP OF IONOSPHERIC ELECTRON DFNSITY INFERRED FROM KILOVOLT ELECTRON FLUXES
MEASURED ON THE RICE UNIVERNITY ROCKET PAYLOAD

200 -

II0 f•2 1 0 5

160

140

0 yf

100llo -
9 MARCH 1978
0816 00 TO 06200 UT ELECTRON DENSITY - 10 Lm-

601 I I
0 40 90 1210 164)20 4

DISTANCE NORTH OF CHATANIKA k- m

FIGURE 3 CONTOUR MAP OF CHATANIKA MEASUREMENTS OF IONOSOHERIC ELECTRON DENSITY SHOWN ON THE SAME
SCALE AS FIGURE 2

i1 I 348

|ii



I- "

150,1- __

46 km 179 km

NORTH knT

160

140

I- I-J ,•s

H170

i ROCKET

1200

• -FIGURE 4 MEASURED (RADAR) AND INFERRED (MOCKET)

mII

ALTITUDE PROFILES OF IONIZATION DURING THE
ROCKET EXPERIMENT ON 9 MARCH 197d. The profil
at 46 kin north is i the diffuse aurora; that at 17tý kmm lnorth is in the bright er..

;•IONOSPHERIC PROFILES INEE FRO GROUI•), BASED PHOTOMETER )WRM ENTS S

•--• ! Spect.roptotcactcic measurements can be used to deduce the characteristics of precipitating elec-
• •trons with eith.-r groxmd-based or s•_ace-based sensors. Measurements made at Chatanika. have bkj,)-
i•--q I their utiliity for inference of total electron energy input (Wickwar et z,.,, 1975) and the "ean energy
.• • •of preripitat.,.-g electrons (Vondrak and Sears, 1977; Sears ani Vendrak, 1981). Topblde spectrophoto-
"i i iL•_•metric measuremets madc by the IGIS-2 satellite havu, been used to deduce total energy input (Murphree

.•.- .-

'• _-- _--"--,and Anger, 1.978). Implacit in tie measurements that have been presenred by Vondrak and Saars t1977)
mm m •is the information :iceded to generate ionizatioý profiles with a particle-btmosphere -ode. These
• ii•measurements were m•de :.-ring an early-morning fairly iLtense diffuset aurora on 2P February 1976,

I with both the incoherent-rcatter radar and mulziwavelength photometers measuring in the Seumagnetic
-- zenith. The photometric measuremeut- 3t: 6300• X and 4216 X were uned to infer the electrun differen-

se1ts were made 0lth a time resolution between 10 and 7n secons.

ELECl I4t;D I

norh s niheil•- n~

IOOSHRl POILS.NE.....M......AEDPHTMEE MASR4ET

Sp.rp t-ticmsurunsca eu-dt edc hecaa.e.tc.o.rciiain lc



frW - •

Examples of two profiles measured duriag the period described by Vondrak and %Ars (1977) a..e
shown in Figures 5 and 6. In the first pxof-.e the photometer inferred a characteristiz energy of
2.1 keV and a total energy flux of 2.4 ergs/4 2

-- s. This is shown to agree excellently wizh the slmul-
taneously measured Chatanika profile. The oniy major disagreement is below 95 km altitude. In the
lower E-region the ionization is often duE to non-Hayi.(ellian sources (Nagata et al.. 1975; Voudrak
Qt Pl., 1980).

20 FEBRUARY 1976
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FIGURE 5 IONIZATION PROFILES MEASURED BY THE CHATANIKA
RADAR AND INFERRED rROM PHOTOMETRIC OBSERVA-
TIONS BETWEEN 1048-19 AND 1148:29 ON 20 FEBRUARY1 1ý76

photometer inferred an incoming alectron fltx of about 11 erg/cm2
-s with a characteristic energy of

4.6 keV. This produces an E-region maximum of about 4 x 105 cm-3 at 105 km altitude. The measured
profile had a similar maximum, but at an altirude of about 95 km. The Maxwellian profile that is
Ze best f~t to the radar measurements ip also shown Ii Figure 6. This distribution has a character-

istic energy of 12 keV. However, it fails to give a ?extsct fit at altitudes above and below the
peak. This disa3reemert irdicates ehat the incomiqg e!ecLrnn .Rnergy distribution at this time was
prob•bly not a simple M4axwellian.
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1976

The comparisons in Figures 5 and 6 also illustrate the interesting point that the E-region
maximn density is generally proportional to the square root of the incident electron energy flux,
and cn]v w•eakly dependent on the characteristic energy. The principal effect of changing the chars-
terist-c energy is cc atter the altitude of the E-reglon max.imum. Be-.ause comparisons have shown
that the energy characteristics can be obtained to within 20% to 30% by photometric means (Wickwar

Ai et al., 1975; Vondrak and Sears, 1977), the key E-region parameters can be deduced with comparable
accuracy.

DISCUSSION

The data comparisons shown in this paper indi.ate that passive remote sensing can be used to
deduce with reasonable accuracy the key parameters of the high-latitude E&-re•,ion. At low altitudes
(below 80 km), the main uncertainti•s are inadequate knowledge of the effective recombinatiGn coef-
ficient. At higher altitudes (above 180 kan), cranspoLt of ionization by the convection electric
field is often compa'able to the local production terv in the electron con-inuity equation. For
these reasons these techniques have general utility only within the altitude interval of 80 to
180 kl.
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The accuracy of these techniques has been validated in oiy a preliminary way. The overall
accuracy depends nr the combined uncevtainty if measur#meuts of the inci~ent electvon distribution
and of the particle-ionosphere codes. The individual uncertainty of each cf these is probably
20% to 50% depending on quality of instrumentation sad auroral nonditione. The optica' techniques
require in addition the deduction o2 the incident electrcn energy spectrum. The accuracy of this is
uncertain, but experience indicates combined statistical and systematic a(.curacieo of about 20% to
30%.

Application of these techniques to orerational sp&ceborne particle detector systems can yi.ld
the iwo-dimensional (altitude, latitude) cro~s-sections of E-region ionization beneath the satc_!74 te
trajectory. Data from spectrophotometri- imaging systems can, in principle, be used to specify thc
instantaneous three-dimensional distribution of bigh-latitude nighttime ionization. Finally, ii
techniques are devised for the reliable interpretation of X-ray or ultraviolet measurements, such
ionospheric specification can be extended to the dayside.
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APPLICATION OF X-RAY IMAGING TECHNIQUES TO AR RAL MONITORING

David M. Rust and Paul Burstein
American Science and Engineering, Inc.

Cambridee, Massachusetts

ABSTRACT

The precipitation of energetic particles into the ionosphere produces bremsstrahlung X-rays
and K-alpha line emission from excited oxygen and nitrogen. If viewed frow a spacecraft in
highly elliptical polar orbit, this soft (0.3 - 3.0 keV) X-tadiation will provide an almost un-
interrupted record of dayside and nightside auroras. A grazing incidence X-ray telescope especially
designed for such auroral monitoring is described. High photon collection efficiencv will permit
exposure times of approximately 100 seconds during substorms. Spectrophotometry will allow users
to derive the energy spectrum of the precipitating particles. If placed in a 15 R;: orbi', the
telescope can produce auroral X-ray images with 30 km resolution. Absolute position of X-ray
auroras can be established with a small optical telescope co-aligned with the X-ray telescope.
Comparison of X-ray and optical images will establish the height and global distribution of X-ray
aurorae, relative to well-kpown optical auroras, thus melding the new X-ray results with knowledge
of optical auroras.

INTRODUCTION

The ISIS-2 and DMSP series of satellites have open I an entirely new era in morphological
studies of the aurora, enabling one to scan the global dis 'ibution of auroral luminosity (Lui and
Anger, 1973; Akasofu. 1976). The introduction of auroral -canning from satellites has greatly
improved our understanding of global particle precipitation patterns, although it is not possible
not possible to follow developments on the sunlit side of the earth.

The auroral zone is expected to be a strong emitter of X-rays between 0.3 and 3.0 keV. The
X-rays are bremsstrahlung emitted directly by electrons precipitating from the magnetosphere and
Ka X-ray lines emitted by excited oxygen and nitrogen atoms. With suitable instrumentation, these
X-rays may be used to detect auroras on a global scale with no interference by sunlight, clouds or
snowfields.

e izera et al. (1978) placed a 1.4 - 20 keo X-ray scanning collimator aboard a DiSP satellite.
The resolution of tfie instrument was too coarse to isolate emission from individual auroral
features, and, because of the 100-minute orbital period, temporal developments could not be dist-
inguished from spatial structure. However. ýizera et al. were able to show that the X-ray emission
from auroral regions beneath the satellite ag. -" wpll in spectral form and absolute magnitude
with the bremsstrahlung expected from precipitating electrons sampled on the satellLte.

From current theoretical work and f'om extrapolations of higher energy observations, it is
clear that most of the X-radiation '-am precipitating particles will be in the 0.3 -3.0 key ',and.
In this paper we describe an instrume.tal program for using X-rays in this energy band - make
subtly detailed pictures of 0:i. auroral .-one.

The potential for discovery in X-ra, pictures of the earth should not be underrated. Apollo
mission photographs of the earth, DMSP mosaics of the auroral zones and Skylab solar images have
transformed astrogeophysics. The X-ray emission of the earth may smiiarily transform magnetospheric
physics. In the following sections, we describe some of the scientific problems that such X-ray
pictures can help to solve.

SCIENTIFIC BACKGROUND AND PROBLEMS

Scale and Effects of Particle Precipitation

The total particle energy precipitated into the earth's atmosphere is estimated to vary from
about 1015 erg/aeec in simple quiet auroral arcb, to more than 1018 ergs/sec in diffuse and dis-
crete auroral forms du'ing moderate geomagnetic disturbances associated with auroral breakups.
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This precipitation energy is distrivited over the auroral oval region qhose instantaneous size
varies between 1014 , •d 1016 cm2 

(larger area corresponds to the more active times). These par-
ticles have energies from a few ten6 of eV to - 100 keY. Protons and electrons are precipitated
in various proportions. These particles primarily ionize the atmospheric constituents and produce
optical arcs, changes in ionospheric conductivities, and other thermodynamic effects that affect
the meteorology and hemistry of the upper atmosphere and radio signals passing thtougn the auroral
zone.

It has turned out to be quite difficult, even with DMSP auroral mosaice from space, to relate
the satellite measurements of energetif particles to familiar auroral forti.. Precipitating elec-
trons and protons are detected over much wider areas than discrete auroral forms. A basic question
to be answered by wide-field imagery is: what corresponds to the auroral arcs in the energetic part-
icle recordings from low orbit-... satellites?

Particle acceleration processes operate on a global scale, but the scale width of the accel-
eration regions is very narrow, and we are still far from understanding what the various auroral
arcs are showing us in terms of particle and field distributions. Simultaneous, large-field
optical and X-ray observations at - 10 kilometers resolution should bring a dramatic improvement
inour understanding of global particle acceleration and precipitation.

Direct measurements of precipitating particles on auroral magnetic lines of force habe shown
that the particle energy spectra are compLicated and variable. The current belief is that the
low anergy (- 1 keY) component is a consequence of a parallel electric field that exists at 1-3
RE from the surface of the earth. The higher energy components show characteristics of the pl~sma
sheet and the outer Van Allen particle population and are thus possible accelerated from sources
moie distant than the ionosphere. To trace each component from injection and acceleration in the
magnetosphere to precipitation in the ionosphere, spectral observation3 with a large-field remote
sensot plus in situ measurements are needed.

Substorms

A substorm represents an ins.doility of the entirc magnetosphere uuring which time energy,
in the form of charged particles, is efficiently dissipated into the ionosphere (Akaaofu, 1968).
The particle precipitation can be viewed as the final process of a sequence of complex events that
starts at the plasma source, i.e., the ionosphere and the solar uind. The auroral oval exhibits
systematic shifts during substorms. We know the nightside aurora exhibits poleward surges during
substoums. The dayside Rurora simultan-ously moves equatorwards. These are statistical results
established by ground-based and satellite optical observations. They do not tell us global details
about substorm behavior on the relevant time scales (- 10 mintues). With global snapshots, we
could better understand the large scale magnetosphere distortions and geotail developments that
cause substorms. We could learn whether the whole auroral oval shifts sunward in substorms and
whether the oval re-overs as a unit. Isolated precursors of substorm development could be studied
and their behavior could help to explain the substorm triggering mechanism.

Proton Precipitation in Substorms

In general, electrons and protons precipitate cogether with roughly equal intensity, but
during substorms keV proton and electron fluxes may be uncorrelaLCI UL doLicorvelated on a small
scale (Bernstein and Wax, 1970). Existing spacecraft measuremerts have not allowed us to dis-tinguish between space and time variations in these cases. However, it is clear that the range of

variations between keV proton and electron fluxes implies that a wide variety of physical processes
are operating simultaneously over fairly narrow ranges in magnetic latitude.

Hultqvist (19)4) reported that keV proton fluxes vary by much less ir. l3titude than keV elect-
ron fluxes. In a strong substorm, the proton flux will vary by lesG than a factor of two on the
nightside, while the electron flux may increase by r-ore than an order of magnitude. However, on
the dayside, the proton flux may vary greatly, especially in the polar cusp. Even in quiet periods,
there are large variations it, proton flux in the cusp. Perhaps Lhe pre'ipitation events which are
predominantly protons are telling us that the aagnetospheric electron population has a)ready been
depleted by a process which acts most efficiently on electrons. One clue that supports this inter-
preta-Zion is the correlation between almost pure keV proton precipitation on the daysida and Kp.
Most proton aurorae are seen at high Kp values.

What is needed to investigate the electron depletion model of pure proton auroras is monitoring

.f the total energy in precipitating electron ard the size of the electron precipitation zone
during disturbed times on both the day and night sides.
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Polar Cusp Phemomena

Dayside aurorae have received increased attention primarily because of the broad magnetospheric
implication of their association with the polar cusp. Studies of this region relate to the funda-
mental questions of whether the magnetosphere is open or closed, how plasma enters the magnetosphere

from the solar wind, and now magnetospheric current systems are configured.

Of particular relevance to the above questions is the response of the dayside 1,1rora to sub-
storms and interplanetary magnetic field (IMF) variations. Equatorward movements of dayside
aurora can be regarded as indicating erosion of the dayside magnetosphere to the tail. Customarily
this erosion process is seen as a consequence of increased merging of interplanetary and magneto-
spheric field lines. Alternatively, dayside auroral movements could result from internal recon-
figuration of large-scale magnetospheric current systems.

There have been a number of investigations of the equatorial shift of deyside aurorae in
association with substorms, but there are disagreements on the magnitude of such shifts and timing
of the shifts with respect to substorm onset. There have also been many investigations of the
relation of dayside aurora or cusp position to the direction and magnitude of the interplanetary
magnetic field. These studies have been statistical in nature, often involving long-term (- 45 win)
averaging of Bz data and low time resulution (- 90 min) satellite data on cusp position. Consequen-
tly one may question whether claimed correlations are direct results of merging (dayside field
erosion), or result less directly via the substorm process. Until global observations are available,
the question of the meaning of the polar cusp movements will probably remain unanswered.

SAR Arcs and ?roton Precpjit2ation

Stable auroral red (SAa) arcs are broad regions of predominently 6300 A emission that appear
douring the rapid recovery phase of magnetic storms. Their 6300 A intensity is almost constant
for 1 10 hours. The emission is probably due to excitation by thermal electrons (E - 1 eV) rather
than by direct energetic particle bombnriment (Cole, 1965). Nevertheless, SAR arcs may be a
valuable diagnostic of energy transfer to the upper atmosphere from 10 - 100 keV ring current
protons.

Cornwall et al. (1970) have advanced a recovery phase theory of SAR arc formation in which
ring current protons dissipate ,nost of their energy into ioa cyclotron wave turbulence and proton
precipitation losses. Cornwall et a). suggest that the energy-draining turbulence occurs when the
i lasma-pause expands into the stable ring current proton belt. In the ensuing precipitation
process, the protons lose abou. half their energy to ion cyclotron waves. The waves, in turn, are
absorbed by thermal electrons 4hich conduct heat to the ionosphere and excite SAR arcs on the lines
of force connected to the des~abilized proton region. Because of the very low energies involved,
no X-ray enission should be e~cited by the heated electrons.

The precipitating protons, whose energies are in the 5 - 50 keV range, should give rise to
K-line X-rays in addition t) hydrogen Balmer line emissioa. Weak hydrogen emission has been

detected In association with SAR arcs (Klezkner and Hoch, 1973). The protons should precipitate
along a narrow region on lines of force just inside the plasmapause. The resultant hydrogen emis-
sion is frequently on the thieshold of sensitivity for optical band experiments.

Although the expected proton fluxes are low, they may efficiently excite hitherto unobserved
Ka X-radiation near SAR arcs. Since there is littýe likelihood of precipitating electron con-
tamination in SAR arcs, any Ka line emission would be a tracer of proton precipitation. A com-
parative study )f 6300 A SAR arc position with K-line emission arcs would he very useful, therefore,
in tracing the location and dynami.s of the plasma-pause as it expands into the ring current proton
belt.

Albedo X-Ray2 and Atmospheric Density

The only published observations of Lhe earth's radiation at 0.3 - 3.0 keV were made by Rugge
et al. (1978) with a proportional counter on HEAO-I. They detected only solar albedo X-rays
because their field of view was confined to the equatorial region. The count rates recorded
during quiet solar timea were an order of magnitude lower than the flux expected from a moderatc
aurora. However, as Rugge" et al. point out, the albedo flux is dependent upon the integrated
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atmospheric density above the reflection level. This level is at approximately 100 ki, so the
atmosphere above that level could be monitored around the northern hemisphere as a function of
solar activity by a sensitive X-ray instrument.

In -he next section we describe an instrument that will be sufficiently sensitive to address

the problems raised in the preceeding paragraphs.

EXPERIMENTAL APPROACH

X-Ray Imaging

Over the past twenty years, there have been major improvements in the ability to image sources
of soft X-ray emission using the techniques of grazing incidence optics. Focussing soft X-ray

telescopes have been flown on sounding rockets, small satellites, manned spacecraft, and (most
recently) on the High Energy Astrophysical Observatory (Miller et al. 1977). New instruments
are being designed now for sub-arc second resolution (Davis et al. 197-97.

Table I. Auroral X-Ray Telescope Specifications

X-ray optical system Wolter Type I grazing incidence telescope

Collecting area 94 .n2 @ 31.6 .
Wavelength range 4 - 40 1 (0.3 - 3.0 key)

Energy resolution 170 eV
Visxble-band imager Doublet lens, coaxial with X-ray optics

Collecting area 2.85 c%
2

Waielength range 6300 X (01) and 4278 X (4 2)

ield of view 1.25 a 1.5 degrees
"Detector Sark-illuainated, thinned, charge-coupled

Detector dark current < I electron/sec/pixel (at -60
0
C)

Preamp senuitivity 20 photoelectrons rue
Dynamic range > 103

Signal integration time 10 - 1000 sec nominal

lesotution (4 x 4 pixels) 1.2 arc min (30 km at 15 RE)

Viewing requirements Up to 150 offset from earth center

Filters 7 band peas filters

Calibration Radioactive source on filter wheel
Size 26 Z 28 A 63 cm

Weight 20.12 kg
Thermal control Passive and active (- 50 C)
nowry 700 1 byte.
Telemtr-/storase rate 5 Kbps average
Power 16.2 watte

Parameters of an auroral X-ray telescope (AXT) experiment are s.mmarized in Table I. The
energy range cevered is from 300 eV to 3.0 keV. The low energy cutoff is set by a filter which
excludes visible and XUV radiation. Th( filter passes the Ka line emission from oxygen and
nitrogen. Other filters attenuate Ka radiation to lessen pulse pile-up, which can interfere with
measurements at the high energy end of the specrum. The upper energy limit is set by the grazing
angle and nickel coating of the mirror and is the energy at which the reflection coefficient goes
to zero.

The striking appearance of X-ray emitting astronomical bodies is best illustrated by Figure
1, which shows the solar corona in the 0.3 - 3.0 keV energy band of the AXT. The smallest feat-

ures seen in the solar X-ray image are about one two-hundredth of the solar radius. Coincidentally,
the smallest features that the proposed auroral X-ray telescope will resolve at 15 RE are about one
two-hundredth of the earth's radius. Figure I may suggest how the X-ray emitting earth will appear.

X-ray imaging will open up many new possibilities in auroral research. X-ray aurora can be
detected on the dayside and nightside hemispheres. X-rays can be used for quantitative study of
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the mid-latitude dayside aurorae, which occur only during very large magnetic disturbances and
are difficult to detect optically. Daytime and nightlime injection can be studied at any time of
the year without interference from sunlight, the moon, or clouds.

X-ray imaging will remove all of the limitations encountered heretofore in remote sensing.
For example, the overlaid rectangle on Figure 2 shows the large instantaneous field of view of
the AXT. The small block, corresponding to - 30 x 30 km, shows that the resolution of the instru-
ment at 15 Ri is high enough to produce images of DMSP quality.

Figure 1. A soft X-ray image of the solar corona obtained
at the time of June 30, 1973 eclipse by the AS&E
telescope experiment (S-054) on Skylab.
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Vigure 2. The auroral
oval, from a mosaic of
DMSP images. The field
of view of the AXT, from
15 RE is outlined in
narrow white lines.

• • gAntarctica

X-Ray Detection

Charge-coupled devices (CCDs) are monolithic arrays of solid-state photodetectors originally
developed for detecting visible light images. We at AS&E and others have already used CCDs to
detect X-rays in much the same way as one uses photographic film, as a total energy detector
(Rhenda and Lowrance, 1975; Buratein et al., 1978). However, the capabilities of the CCD have
recently been extended to detecting individual soft X-ray photons (Burstein et al., 1978; Schwartz
e al., 1979). Figure 3 shows that the spectral resolution between 0.3 and 3.0 keV will be better
than that of a proportional counter when the CCD intrinsic noise is - 20 electrons rms.

The CCD can be used either for single photon energy detection or as a total energy detector.
As a total energy detector the CCD is used exactly as for visible light detectlon. The £utpLt
of a particular picture element ("pixel") is a charge which is proportional to the total ami.uut
of energy deposited in the pixel. If the intrinsic noise level aEsociated with a pixel is small
compared to the signal, then that slgnal will be recognizable above background. Individual photons
of visible light do not liberate sufficient charge in a CCD to be detected as such. X-ray photons
are nueh more energetic and Lan be deteLted individually.

If only one X-ray strikes a pixel, then the charge in that pixel will be a function of the
photon energy, as in a solid-state detector. An X-ray photon interacting in the bulk silicon of
the CCD will create one electron-hole pair for each 3.6 eV of its energy. As long as the probab-
ility of any single pixel receiving more 'han one photon dvring an integration period is small,
the CCD may be used as a non-dispersive X-ray spectrometer. The charge created by each X-ray
is stored in the pixel where the interaction occurred until the device is read Uut. The -ixel
address is the position, and thus the device is a p'ýsition-sensitive X-ray spectrometer. The
data can be sorted into as many energy intervals as desired, consistent with resolution.
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Interpretacian of X-Ray Spectra

We b',lieve that X-rays from aurorae will be easier to Interpret than optical or UV emissions
since bremastrahlung is generated by the primary precipitat

i
ng electrons themselves, while optical

and UV line emissions result primarily from secondary electron interactions with many atomic and
molecular species distributed in a variable and sometimes poorly, understood way along the pre-
cipitation psth.

Expected Count-Rate and Background

Auroral Emissions

On the basis of observations by Hizera et at. (1978) and thc theoretical work of Luhmann
and Blake (1977), one can estimate the count rates expected for various auroras. Since the aurora
Is a,. extended source, that is, each pix.l 1,s iully illuminated by auroral structure, the flux
F on one pixel is:

F - A(X) 1 2

where A(l) is th.! effective collectiog area of the telescope. A(A) inclades the effect of
2000A of aluminum prefilters anl the response curves of the telescope and Cmr. A( A)- 30 cm

2 
at

- 0.5 keV (see Table I). I is the X-ray flux in photons cm-
2 

sec -1 keV-
1

. We take I - 5x10
5

photons c-
2 

sec-1 keV-
1 

sterad-
1 

in a moderLte aurora.

The pixel dimenaion d is 30 x 10-4 cm and the telescone fQcal length is 35 cm (ref. Table 1).
Then, the count rate in 170 eV bands at - 0.5 key will be - 0.4 counts per second (see Figure 4)
per "macronixel", which is a 4 x 4 block of pixels averaged during readout of the CCD.

PREDICTED ENERGY RESOLUTION FOR CCDS 100
AND • PROPCIONAL COUNTER

IC I r I

LICCD 0M PROPORTIONAL
RMS INTRKSIC NOISE CO,4TER - a

5- 30 ELECTRONS IW PREA 6U 1N1I -) .0is

ION PAR RAKE 8)
2 EL ECO ,, -EMPTY FIXEr

.|READOUT NOE0
" 10 a i EýECTROR
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L:- HAR1100

10. 1 L

-• - .../" °."

10

- .....

01 , - Io,
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L(A) Figure 4. Expected pulse height distribution

FL ae 3. Predicteo energ} resolution for various input spectra. The total AXT
for CCDs and a proportional counter, response including telescope and filter trans-

mission curves has been taken into account.
Detector zesponse and pulse height spreading
are also included.
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* IThe above estimate applies to moderate aurorae which occur about 10 days per month. Brighter
autorae, with 10 times this flux, are not uncommon. In a moderate aurora, 400 integrations
(100 seconds) should yeLld 40 counts In the Ka lines. Longer exposurec or larger macropixels will
be required to obtain three-sigma count levels at 1-3 keY. Integration times will vary between
10 seconds over the brightest auroraL and 1000 seconds, or more, in faint auroras. Integration
times will be determined either by explicit command sequences, or by the total signal level, as
recorded continuously in a separate register. In bright aurorae, the integration time should be
lessened because the brightest features also are the most rapidly changirg.

Expected Pulse-Height Distribution

Figure 4 shows the expected response of the IXT to two X-ray spectra from idealized electron
beams with a of I and 15 (a is the index of spectral hardness). Also shown is the AXT response
to the Frank and Ackerson electron spectrum analyzed by Luhmann and Blake (1977). We estimate
that a - 8 in tais case. While the K-lines dominate the spectra, it is clear that tT.e 1 -3 keV
response characteristics will difterentiate among these spectra. Time integrals of 100 - 1000
seconds over this band easily yield >3o results.

The minimum detectable flux (3o) is of the order of 10 4 
photons sec-lcm-

2
ke'r-lsterad- 1

(including the K-lines) over a time scale of 1 1000 seconds on the dark side of the earth. The
dayside minimum is higher because of the earth's solar X-ray albedo, as described below.

For any moderate aurora the AXT can give a reliable estimate of the index of the electron
spectrum and the total electron energy. In general, the strength of the K-lines relative to the
continuum will yield information on the proton/electron ratio for any event.

X-Ray• Background

X-ray noise is contamination from non-auroral sources which either mask or overwhelm the
auroral X-rays. These X-ray sources are:

"o solar X-rays scattered or reflected from the atmosphere
"o cosmic ray induced X-rays in the upper atmosphere
"o interaction of charged particles with the various parts of the

telescope which result in an X-ray striking the detector
o celestial X-rays scattered from the atmosphere.

With the exception of the first item the rest of the list may be safely ignored since their
contributions are negligible. The solar X-ray albedo (Rugge et al., 1978) merits further attention
because it provides a background which may contribute as much as 10% to the auroral X-ray signal.

The non-flaring range of solar X-ray fluxes is 10-3 to 10-2 ergs/cm
2
sec over the 8 - 20 A

band and 0.03 - 0.1 ergs/cfi
2
sec over the 44 - 6C A band. For each wavelength interval the ratio

of cross-sections for scattering osc and absorption Oabs yields the alPcdo flux. At wavelengths
greater than the 31 A K-edge of nitrogen, the solar X-ray albedo is high because cabs decreases
there. Using the cross-sect. ons of Rayakawa et al. (1971), the expected albedo fluxes ore in the
10-9 - 10-8 erg/cm2-_s-sr-A range. This yields a detected flux of 0.01 photons/sec-macrorixel.
This level is signiticant only in comparison to weak auroras. At shorter wavelengths, the auroral
flux will be well above the solar albedo.

INSTRUMEN'TATION

Grazing Incidence X-Ray Telescope

To record auroral X-ray spectra we plan to use techniques recently devised at AS&E (Burstein
et al., 1978; Burstein, 1979) for using a CCD as a non-dispersive imaging X-ray spectrometer. Ti
X-ray telescope consirting of seven confocal mirror pairs will provide the required collecting area.

The AXT (see Figure 5) consists of the following major components: A 35-cm focal length
Wolter Type I grating incidence X-ray mirror assembly, a coaxial visible altrora imager, a CCD
focal plane camera with a radiative cooler system, a ten position filter wheal/ shutter, a non-
closable contamination control door, and video processing, control and telemetry electronics.

The X-ray optical system is similar to others successfully flown on many missions. However,
a thorough design study was untertaken to devise a telescope especially suited to this application.
The relative-y low fluxes expected and the relaxed resolution requirements led us to -he current
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design which features very high collecting area, short focal length and less stringent (therefore,
cost-reducing) requ rements tor surface finish and alignment. Each of the seven nested concentric
mirror pairs has a superpolished nickel-plated beryllium parabolic forward element followed by a
hyperboloidal element with the same surface finish. Mirrors are figured by the single point
diamond turning technique. Initial polishing is done conventionally; the ultimate surface finish
of approximately 15 A RM9 is achieved by a proprietary superpolish process.

It fiont cf the X-ray mirror aperture is a two-layer rhermal prefilter each layer consisting
of 1000 A of pure aluminum on a nickel support mesh. These filters serve three major purposes:
they prevent contaminants from entering the telescope through the forward apertures, they filter
out unwantec white light, and they serve as a thermal barrier to prevent heat loss through tie
forward apertures.

I 'J_ I -

T-47

Figure 5. Engineering layout of the AXT.

CCD Camera

The heart of the camera system is a buried-channel 256 x 320 picture element ("pixel") RCA
CCD at the focus of the telescope. By suitable clocking, the CCD pixels are combined on the chip
into "macropixels", In normal operation, the instrument's 10 arcsec spatial resolution is achieved
by macropixels consisting of 4 x 4 CCD pixels. Larger macropixels can be obtained on command when
desired to reduce telemetry traffic or for other reasons when the resulting loss in spatial resolut-
ion is acceptable. It is possible to provide a selection of macropixel sizes of 4 x 4, 5 x 5, and
6 x 6 CCD pixels, though pixel configurations ultimately available may be rectangular as well as
square. The CCD integrates photons for an exposure period sufficiently short Lo make the prob-
ability of multiple photon incidences into a macropixel small. The time required to expose and read
out a 64 x 80 macropixel frame is approximately 0.25 seconds.

The use of macropixels is an important feature of the proposed design. It reduces to a minimum
the proportion of X-ray photons that divide their energy among two or more locations, while still
achieving the required spatial resolution of the instrument. X-ray photons that divide their energy
among two or more locations contribute to the apparent low-energy background and add a low energy"tail" to the apparent energy distribution of incident X-rays. The use of macropixels reduces this
effect to the point where it ceases to be a concern.
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Pointing

To achieve the desired scientific objectives it is required that the AXT-carrying spacecraft
have a despun platform with relatively precise pointing, knowledge and stability. The knowledge
requirement is for 6 arc min accuracy. The stability requirement is for 30 arc-seconds or better
over a period of 100 seconds. A pointing accuracy of 0.1 degrees is sufficient for the instrument.

CONCLUSION

We have discusse, an instrumental program to measure X-radiation due to the precipitation of
energetic particles into the earth's ionosphere. Bremas:rahlung X-rays come directly from the
primary precipitating electrons; Ka lines arise almost exclusively from excitation by protons and
the primary electroas. Therefore, the auroral soft X-ray spectrum (0.3 - 3.0 keV) will provide
an easily interpreted, remote aeasure of particle precipitation.

inscrumentation consists ot a grazing incidence X-ray telescope especially designed for auroral
research. The high collection efficiency of the proposed telescope will permit exposure times
during substorms of approximately 100 sec. The detector, a highly efficient charge-coupled device,

* will allow non-dispersive X-ray spectroscopy in either the day or night hemisphere with spatial
and spectral resolutions high enough to investigate substorm structure, stable auroral red (SAR)
arcs, polar cusp precipitation, and polar processes thought to occur in the magnetosphere.

Absolute positions of X-ray emitting features will be established by comparisons with optical
features. Foi this purpose we have included a small optical imager in the X-ray telescope. The
imager uses Lhe same detector as the X-ray telescope and operates at 6300A (0 I) and 4278A
(N2 +). The optical imager will be precisely aligned with the X-ray imager and will allow timely
_-omparisons with ground-based observations. It will also estqblish the height and global distribut-
ion of X-ray autorae relative to well-known optical aurorae, thus melding the new X-ray results
with established auroral knowledge.
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IONOSPHERIC AND AURORAL MEASUREMENTS FROM SPACE

USING VACUUM ULTRAVIOLET EMISSION

R.E. Huffman, D.E. Paulses, F.J. LeBlanc, and J.C. Larrabee

Air Force Geophysics Laboratory (LK) Hanscom Air Vor',e Base, MA 01731

ABSTRACT

Naturallv occurring vacuum ultraviolet (VUV) emission from aurora and other ionospheric regions
of the atmosphere can be used for global remote sensing applications from space. The measurement of
continuous (diffuse) aurora and the tropical airglow belts on the recent DOD satellite 53-4 demon-
strates the potential of su,,ch methods. These observations were made by the experiment Vacuum Ultra-
violet Backgrounds, which covered tne wavelength region from 1100 to 2900 hngstroms with both a
spectrometer with 1, 5, or 25 A bandwidth and a photometer using interference filters centered i.t
1216, 1340, 1550 or 1750 A. Aurora are observed on every pasq of the polar-orbiting satellite as an
enhancement above the local background level due to airflow and/or solar scattered radiation. These
enhanced emission regions are seen both with and wichout solar :llumination. The paper will describe
these observations and the relative intensities of VUV spectral features such as the nitrogen Lyman-
Birge-Hopfield and Vegard-Kaplan bands, oxygen 1304 and 1356 A lines, and the hydrogen Lyman alpha
line. Comparison will be made with Defense Metaorological Satellite Program data including the
operational line scanner visual images and electron precipitation counter results:

"INTRODUCTION
The use of the vacuum ultraviolet (VUV) region of the spectrum for auroral and ionospheric ob-

servations from space is attractive foL a number of reasons, including lack of cloud or ground
albedo interference. This naturally occurring emission is due to collisional excitation in auroras
and recombination processes in the tropical disturbed ionospheric belts. The satellite experiment
Vacuum Ultraviolet BackgroundsI on the Space Test Program S3-4 flight has obtained data which fur-
thers understanding of the potential of the VUV for these uses. It is the purpose of this paprr to
illustrate the use of VUV neasurements in aurotal ;_ad ionospheric studies using our S3-4 measure-
ments.

The ultraviolet instrumentation on the satellite OGO-4 first clearly demonstrated VUV a.aroral1

and eguatorial 3 , 4 ionospheric measurements. Since these observations in #-he late 60's, satellite
observational data has been sparse until our S3-4 flight in 1978. There have however been several
suggested app~ications of VUV emission data to ionospheric measurements. 5 , 6 , 7

EXPERIMENTAL

The VUV Backgrounds sensors obtained measurements from a polar, sun-synchronous orbit during"the period from late March through mid-September 1978. The experiment consists of a photometer
which may have any one of four interference filters An place and a dual spectrometer covering a VU7V
range (about 1100-1900 A) and a UV range (about 1700-2900 A) simultaneously. The photometer filters
were peaked at 1216, 1340, 1550, and 1750 A. and there was also a variable aperture to change the
sensitivity. All sensors were pointed in the earth-center or nadir direction at all times. The
experiment has been more completely descriaed recently. 1

An example of a complete revolution is shown in Fig. 1. The photometer is set at the 1340
filter, which is sensitive to the oxygen atomic lines at 1304 and 1356 A. However, the filter also
passes the hydrogen Lyman alpha geocorona at 1216 A to a certain extent. Also, some nitrogen 1ymar-
Birge-Hopfield (LBH) bands aie observed in the dayglow.

The difference in level between the night (left) and day (right) sides of the figure are clew.:,
In addition, aurora are seen as large increases above the slowly varying solar controlled backqround
in both the solar-illuminated and dark regions of the orbit. The observation of aurora is a normal
feature of the data, being seen with all filters and on every pass. There are diffeie:.ces -n loca-
tion, intensit-y, and shape from orbit to orbit both due to normal variability and due to the reLN-
tion of the S3-4 ground track to the auroral oval location.

The tropical ultraviolet aikglow bands are seen near the night equator" as two enhancement
regions. In agreement with previous observations t,' these bands are .ound to be centered abuat
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the magnetic dip eqsator and to be variable in intensity. lhs local time at the equator is approxi-
mately 2230 throughout cur observations.

iNURORAL OBSERVATIONS

An enlarged view of a pass across, the auroral oval is shown in Fig. 2. The dashed curve is for
the photometer with the 1550 A filter in use. ".Ihis filter observes primarily the nitrogen LSH bands.
These ban-Is extend fron about 1325 X to 2200 A and they are prominent ir aurora and in the dayglow.
lThe filter does not t-ransmit at wavelengths shorter than about ]480 X and therefore the otber promin-
ent auroral emissions at 1216 A (H), 1304 A (0) and 1356 A (0) are not seen by this filter.

A series of maxima are seen in Fig. 2. The poleward narrow structures are considered to be
arcs and the broader peak on the equator side is correlated with the diffuse or continuous aurora.
The figure shows one-second averales of the data, and more arcs are found when 0.1 second averages
are used. The general Gaussian shape of the continuous aurora does not change, however. The edges
of the auroral oval for Q = 3 are shown by the figure to be in good agreement with the observed
structure. In addition, visible region Defense Meteorological Support Program (DMSP) images showing
auroral structure obtained about one hour before and 45 minutes after the VUV data have continuous
aurora in the hatched areas, which are plotted at the same magnetic latitudes.

The spectrometer scans its wavelength range sequentially, returning to the same wavelength
about every 22 seconds. Intensities of several prominent features are shown in Fig. 2. The hydrogen
Lyman alpha signal is high and decreases slowly as the satellite proceeds toward the night-side
equator. There is however a slight rise near the peak of the continuous aurora. The oxygen 1304
line becomes very bright in the aurora and is centered more on the largest arc., It is broader than
th- 1550 A aurora due probably to multiple scattering by atomic oxygen. This fact complicates model-
ling of the 1304 A emission. Finally, a few points are shown for the oxygen 1356 A line and for e
feature near 1500 X which is due to atomic nitrogen and nitrogen LBH bands. Thus, the spectrometer
data confirm the auroral location.

A search has been made for accidental near-simultaneous observations of the aurora in the DMSP
visible images and with the VUV Background experiment. Fig. 3 illustrates the best case found to
date, where the time difference is about 10 minutes. Dr. J.A. Whalen of AFGL is responsible for
identifying this image and also for the DMSP data shown in Fig. 2.

In this figure, the white dots are the positions of S3-4 at the UT minutes indicated. The point
at 1530 is located at the bright auroral arc. Also observed in tiis night image are the Antarctic
coastline and widespread other emission from scattering of moonlioht by clcds and snow. The aurorel
arc eventually becomes indistinct to the right of the crossing due n part to the ground clutter.

The VUV observation is shown in the lower half of Fig. 4, where the 1550 A photometer record
across the auroral zone shown in Fig. 3 is displayed, In this case, a strong arc is seen near 1530,
which is identified with the single arc seen in the DMSP image. :However, an extensive continuous
auroral region and several other arcs are seen as well in the VUV. We interpret the D14SP sensitivity
limit ro be insufficient to observe this additional structure. T'he auroral structure not seen in
thie DMSP visible image extends to at least 500 km on either side of the bright arc, as shown by the
ground track scale in Fig. 4, In Figs. 2 and 4, the diffuse auroral intensity peak is about 200
Rayleighs,

It is to be noted that the VUV records are not subject to low altitude and ground albedo scat-
tering, because the atmosphere below about 100 km altitude is opaque to the VUV due Lo absorption by
molecular oxygen. This fact makes it possible to observe aurora in the VUV i. the daytime, as shown
elsewhere in this papez. The Jeportant point also to be made is that the VUV .ecords at night are
also not cluttered by ground and cloud albedo effects. The trace in Fig. 4 is clean in this regard.
An increase in signal variability seen at low count rates is s.atistical in nature. Thus, VUV ob-
servations at night are easier to interpret than visible region images.

The oxygen 1304 A line and hydrogen Lyman alpha from the spectrometer are shown in the top half
of Fig. 4. The.e is a clear enhancement of about 80% asove the geocoronal level tor Lyman alpha.
When the geocoronal background is subt.-acted, the difference curve clear'- peaks closer to the con-
tinuous aurora than to the aic region. This enhancement in the hydrogen ,ission is evidence for
proton auroral excitation. As in Figure 3, the 1304 A line appears to be associated with the bright
arc. It is clear that different VUV lines behave differently and contain separate diagnostic infor-
mation for auroral etudies.

"The profiles across the auroral zone obtained in the '.WV may vary greatly. Some examples are
shown in Figure 5. Note the lcwer curve, which is a daytime observation with the 1550 'A filter.
The aurora is clearly seen above the dayglow.
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Correlation of the VUV observations with t-a SSJ/3 electron spectrometer measurements on the
4DMSP-F2 satellite has been possible in a fea cases of nea: simultaneous auroral observations. The

auroral zone location is similar in the two sets of data for the few cases available.

EQUATORIAL OBSERVATIONS

The presence of the tropical UV airglow belts in these records is unusual since the observation-
al altitude is between 200 and 250 km at the night equator. Photometer and spectrometer data are
shown in Figure 6. The spectrometer records show increased oxygen 1304 and 1356 A emission near the
night equator.

This radiation has been found to be due to oxygen zecombination in the F-region, and it has
usually been assumed that the emission originates at altitudes above the present measurements. Our
observations m~y be due to extens,-i. of the night F-recior. slightly below our altitude or to mu:taple
scattering from emission originating aboe the satellite. The intensities we observe are several
times less than the OGO-4 values. In Figu,e 1, the intensities are 120 and 30 Rayleigh for the
southerly and n)rtherly peaks. respectively. In Eigure 6, the comparable values are 170 and 20
Rayleigh.
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Fig. 3 Defense Meteorological Support r1 cngrarn (D?¶SP) image of a-roral zone with S3-4

Rev. 518 pass shown, 17 April 1978. Loca' ti~mes showi, for S3-4 with VUV

Backgro'Inds experiment, D14SP irmige ontained about 10 minutes aarlier.
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Fig. 5 VUV Backgrounds/S3-4 Auroral Profiles
Top: Rev. 666, 26 April 1978, 1550 A, R.9°, night
Middle: Rev. 477, 15 April 1978, 1216 A, 1.70, night
Bottom: Rev. 1689, 28 June 1978, 155fl A, 1.70, day
Log relative intensity vs. time
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THE ROLE OF CURVATURE OF IONOSPHERIC IR1REGULARITIES IN
TRANSEQUATORIAL PROPAGATION AT VHF

Jerry A. Ferguson
Naval Ocean Systems Center

San Diego, CA 92152

INTRODUCTION

The theory of spread-F by Booker and Ferguson (1978) employs backscattering
from long field-aligned irregularities of ionization in the F-region. This theory
can be adapted for transequatorial propagation in the VHF jand. Et involves scat-
tering by irregularities in planes perpendicular to the earth's magnetic field
combined with coherent behavior along each field line. In the case of transequa-
torial scattering, curvature of the field lines results in caustics and foci.
These results may prove sufficient to explain the signal strengths observed exper-imentally.

CAUSTICS AND FMCI

The calculations of Booker and Ferguson (1978) were for straight irregulari-
ties over a flat earth. This simplification is satisfactory for backscatterirg in
the east-west plane at the equator. For transequatorial propagation, however, the
curvatures of the earth and field lines must be considered. The scattering model
to be employed assumes coherence along the irregularity axis dnd diffraction
transverse to the axis. In order to consider the effect of the curvature of the
field lines we have examined the specular component of rays scattered from a field
line. The earth's magnetic field is approximated by a dipole so that the field
lines are defined by

r = rEcos2 (M)

where rE is the equatorial radius and r is the radius at a latitude 0. Eq. (1)
can also Le written H = (HE + a) cos 2 e - a t2)

where the H's are altitudes above the earth's surface and a is the earth's radius.
The geometry for the specular scattering diagrams is shown in Figure 1. Altitude

: %., _FIFLb LIKE

.1 I

Figure 1. Geometry for specular scattering diagrams

references ace provided ty the dashed lines representing the earth's surface and a
height of 1000 km. On each of these lina are marks every 50 of latitude; we
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take northern latitudes as positive. In Figures 2 through 6 we display results
for field lines defined by equatorial altitudes of 400, 800 and 1200 km with the
400 km case shown at the bottom. We launch rays at an elevation angle C from a
transmitter at latitude OT towards the field line. At the field line the specular
scattering angle is determined and the appropriate scattered ray is traced. We
also define a scattering latitude eS and altitude HS. In the following diagrams
we do not show rays for which HS is less than 250 km or whose elevation angle at
the transmitter is less than zero. Furthermore, for clarity, we do jiot consider
reflection from the earth's surface.

Figure 2 shows ray paths for transmitters at the equator and at 5 0. For the
equatorial transmitter the scattered rays diverge except near the extreme scatter-
ing iatitudes. When the transmitter is moved to 50 we see that the rays scatter-
ing from points south of the equator show convergence. For the 400 km field line
the scattered rays converge to a focus within the boundaries of the figure.

clearly see caustics and foci. For the transmitter at 100 the caustic associated
with the 400 km field line is at the earth's surface. It is also cl~ear that, for
a ield line between 400 and 800 kin, the rays must converge to a focus; at the

earth's surface. This focusing occurs for HE = 681 km. For tne 400 km field line
the caustic intersects the earth's surface Eat -8.80. This indicates that the
strongest field strengths may not be found at the conjugate point as might at
first be expected. It is also interesting to note that the rays which form the
caustic at the earth's surface are scattered south of the equator at -30. When
the transmitter is located 30 further north, caustics associated with field lines
at all equatorial altitudes between 400 an'O 1200 km intersect the earth's surface.
We let Oc be the latitude of the~e intersections. For HE at 400 a~td 14-00 km we
find Oc at -9.10 and -12.20 and OS at -3.90 and -4.30, respectively. We note that
Oc is north of the conjugate point at -110 and that OS has moved only jO from that
obtained with OT =100.
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Figure 3. Transmitter at 100 (left) and DO• (right)
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Figure 4. Transmitter at 160 (left) and 190 (right)
Figure 4 shows results for transmitters at 160 and 190. These resultscontinue those of Figure 3 except that the caustics for the lower field lines do

not reach the earth's surface.
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In Figure 5 the transmitters are at 220 and 250. The ray paths for HE = 400
do not appear because of the restrictions on 11S and elevation angle described
earlier. It car be seen that, for OT somewhere between 220 and 250, the intersec-
tion of caustics with the eart:h's surface disappears. We note that specularly
scattered rays still reach the earth's surface, so that non-zero fiele strengths
can be expected at tne conjugate to the transmitter.

T .--.. .. ,--" ...

----I I --- ....

F......

Figure 5. T.:ansmitter at 220 (left) and 251 (right)

The values of Oc and 0 for Figures 2 through 5 are presented in the following
Table. Also shown are te transmitter locations for each field line for which the
caustic first intersects the earth's surface. In these cases the value of ec s
the conjugate of 8T and Os is at the equator. These cases also produce foci at
ec. One notable result in this table is the extremely small variatin of 6c and
0s obtained relative to the variations of 0T.

5E OT eS HS OC

1200 11.4 0 1200 -11.4
13.0 -4.3 1157 -12.2
16.0 -6.1 1114 -12.7
19.0 -6.9 1091 -12.9
22.0 -7.4 !074 -13.1
25.0 -7.6 1068 -30.0 (C < 0)

800 10.5 0 800 -10.5
13.0 -4.3 760 -11.3
16.0 -5.4 736 -11.7
19.0 -5.8 727 -11.7
22.0 -6.1 '19 -11.8 (C < 0)
25.0 -6.1 719 -l1.6J

400 8.2 0 400 -8.2
10.0 -3.0 382 -e.8
13.0 -3.9 369 -9.1
16.0 -4.1 365 -9.0
19.0 -4.2 364 -9.0
22.0 -4.1 365 -8.8 (E < 0)
25.0 -4.0 367 -8.73
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CURVWED ODORDINATES
In order to evaluate the scattered field in a curved coordinate frame, we

need expressions tor the distances from the transmitter to the scattering point,
RI, and from the scattering point to the receiver, R2. it will be convenient to
introduce a set of coordinates as follows:

= r V = sine (3)
cos 0 r

where r and ir/2 - 6 are the usual spherical coordinates and 6 is the latitude.
The thltd coordinate * is the longitude. In this system of coordinates a field
line is represented as a constant in u. Solving for r and e we obtain

r = u(l - f
2

); 8 = sin-
1 

f (4)

where f is a solution to the quartic equation

u
2

v = f (5)
(1 - f)

In general, this equation has two real roots and two complex roots. The curve for
one of the zeal roots passes through the crigin and therefore satisfies Eq. (4).
For convenience in deriving the distance equations we will normalize all radial

coordinates to the earth's radius, a. It is notationally convenient to retadn the
expressions sine and cose instead of the corresponding expressions in te,.ms of f.

Let the transmitter be located on the earth's surface at a latitude a1 and a
loiigitude 4p, The square of the distance from th- transmitter to a point (r, 0,S01 is given by

R 2 = 1 + r 2 - 2 r cosy1

= 1 + u 2 cos 4 e - 2 u cos 2 8 cosyl (6)
whare

cosyI = sinel sinr + cosO] cosO cos(l-0), (7)

We are interested in the value of R, in the vicinity of an irregularity. Let us
define the axis of the irregularity by u0 and * = 0. Let us define a new variable

t = u-u, (8)

where Itl <, 1. We assume # to be small, giving toe following approximation to
Eq. (6)

R + u0 cos48 - 2 u0 cos 2 (sine1 sine + cose3 cose cos4I)

- 2 [u 0 cos8I sirn 1 cos3 ]#

S2 [(u 0 cos 2 0 - sin01 sine - cose 1 cosO cosoI) cos2 ]t (9)

where terms of order ot, 02 and (t/u 0 ) 2 have been ignored. Le us now define

P2 = I + U2 COS40 - 2 u COS20 (sinO sinO + cosO1 cose cosoI) (10)

The value of P1 is the distance from the transmitter to a point on the axis of the
irregularity. This axis is defined by uo so that we take the terms in e in Eq.
(10) to give only terms in v. P1 is much larger than the terms uo0 and t which
are the cross-sectional dimensions of the irregularity.

To lowest order in 6, the last two terms in Eq. (9) siniplify to give

Scos• 1 sino1  u0 - cosx 1 cosq( 1

R1 'P1  rI u0 # +r 1 (11)
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i where
w= r i + u0

2 - 2 u0 ccs1 cosý )1/ 2  
(12)

A similar result applies to the distance to the scattering point from a receiver on
the ground at latitude e2 and longitude *2"

Before writing out the required integrals, let us examine the terms in w and t
in Eq. (11). Let the line from t'ie transmitter to the center of the irregularity
at the equator make an angle vl with the equatorial plane. This line has length
r, Eq. ('2), in the normalized coordinates. Let tne projection of this lIne onto
the equatorial plane be Pl. Let the angle that this line makes with the meridian
containing the irregularity be 31. From the geometry just described it can be
shown that

u0- cos01 cos$1  =u 0 - cos61 cos$ 1  01
P l l rl = coso1 cosvy (13)
1 1 i

cosel sin• 1  cos@1 sino1 p,

r-1  Pi rT sina1 cos 1 (14)

Eq. (11) can be written as

R = P1 + n t (15)

where n= 1 (cCosl ::Osvl - sins1 cosv1, - sinv1 ) (16)

S= (t,w) (17)

A similar result applies for the receiver coordinates. These results can be used
to show that the scattered field at the receiver is proportional to

E - au0 -ff A -' - exp{_-ka[(Pl+P2 )+(nl+n2 ).t]} adt adw dsin6 (18)

where Ac/c is the fractional fluctuation of the permittivity due to the irregular-
ity.

The irregularity is assumed to be uniform along its length so that the inte-
grals over t and w can be separated from the integral over 0. The former integrals
then give the Fourier transform of t/c, denoted by D(k1 - k Thus, Eq. (18)
can be written

E Uo L 1P)}(9
E - -- D(kl f 2 -L 1 expf-jka(Pl+ P2)I dsin0 (19)

"where k = kn , k = -kn and 2L is the length of the irregularity. It can be seen
that tC pre;AiouzAy desý4 ibed caustics dnd foci must be included in the remaining
integral. In particular, we are interested in the quantity PI(O)+P 2 (8) which we
will denote by F(O) where 01,01,02,02 and u0 are constant.

SHORT PATHS

Let us examine the behavior ot F(O) by considering specific examples, begin-
ning with tne case of 01 = 100. In order to show the behavior of F in meridians
which do not contain the transmitter, contour maps of constant values of F in a
plane of latitude vs. longitude have been prepared. These maps are for fixed
values of 01,0J,82,02 and HE with the restrictions 01 = -02 and *1 - 02. A line of
constant longitude is to be taken as one containing an irregularity. The contour
levels are shown for values of F separated by 30 km. Also shown is a curve
representing the locations on the field line for which the elevation angle at
either the transmitter or receiver is zero. Thus, only the area which includes the
equator and is enclosed by the two curves can be considered in the scattering
description. This area will be described as tCe scattering region. For EE = 300
kkm, contours of F are shown in the left side of Figure 6, in the meridian contain-
ing the transmitter and receiver, we see minima near 80 ana -80. However, these
minima are outside the scattering region. In this meridian the value of F -t the
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equator is a maximum. It is also a saddle point of F. The rays which arrive at
the receiver, scattering from irregularities in the meridian of the receiver and
transmitter, come from these three extrema in F. The ray diagrdms of Figure 3
verify this. However, it is also apparent that, for 4 near 30 and -30, the value

S10,0 //-:1I1i I I I

- Scattering -

E
a• -

-1L;; L 0 N G0I TU D 10.0 -10.0 L 0 N G I T U D E 10.0

Figure 6. Contours of F (left) and F1 = 0, F" = 0 (right) for a
transmitter at 100 and HE a 300 km

of F is approximately constant over a large range of 6. Contours of F'=dF/dO 0
and F_ dZF/d02 = 0 are shown in the right side of Figure 6. Because 61 = -02 and

*l= 2 we find F' = 0 at all points along the equator. There is another oval-
Oshaped contour in the range of 4 between +30 and -30. This indicates that, for a
fixed value of * in this range, there are three extrema in F. The contour of F" =
0 shows the location of inflection points in F. We see that both derivatives are
zero at the equator for = 30.

Sets of contours for HE = 500 km are shown in Figure 7. Feetures similar to
those observed for HE 300 km are found. The minima in F are much shallower and
the area enclosed by the contours of F' = 0 and F" = 0 is smaller. These minima
are within the scattering region. Another set of conte~urs, for H1E = 700 kin, is
shown in Figure 8. The minima of F in the meridian of the transmitter ard receiver
have now disappeared. This is particularly clear in that F' vanishes onaly at the
equator and F" is not zero anywhere within the scattering region. In this case F
is a minimum at the equator.
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i Figure 7. Contours for a transmitter at '00 and HE = 600 km

10.0"I I I I I I I 1 I I I I I I I / I

A

T V"
I -F

T

FU

D

E

-10 .0 [ 1 1 1 1 11I i I ! I I t'llI i

-10.0 L O N G I T U D E 10.0 -10.0 L O N G I T U D E 10.0

Figure 8. Contours tor a transmitter at 100 and HE = 700 km

S~For HE between 500C and 603 kin, in the menid, of transmitter and receiver three
rays are scattered to the receiver. These ra~s correspond to the three extrema
obser,,ed in the contour dhagrams of F. For HE = 700 km only one ray xs scattered

S~to the receiver. F'or HE =681 km a large number of the rays scattered '.n the
meridian of the transmitter and receiver arrive at the receiv~r (focusing).

379

10.~0 r7



The coincidence of F' 0 and F" = 0 at 3 = + 30 for HE = 300 km ca'ses
focusing of rays at the receiver due to scattering from Lrregularities out of
meridian of the transmit-ter and receiver. In this case the aignals are arriving dt
the receiver at azimuthal angles of +I.8* from the great-circle path.

The evaluation of the integral in Eq. (19) can be acvomplished by locating theSpoints of stationary phase, namely where F'vanishes. It is al'-o clear that some
cases will require evaluation of the integral at points where F' vanisbeb. Since
focasing occuts latter case, contributions from these points wi1] dominate the
terms due to just Fr = 0. Because of the complexity of the functiornal form of Fke)
it is not possible to determine when F'vanishes analytically except .n the simplent
cases.

LONG PATHS

We now consider cases where the transmitter is at a latitude greater than
200. Because these paths are so long, the minimum equatorial field line altitude
for which there is an appreciable scattering area is between 500 and 600 km.
Another consequence of the path length is the spatial expansion of the oval shaped
contour of F' = 0, seen in Figure 6. This expansion puts the oval, and the accomp-
anying contour of F" = 0, oe'tside the scattering area. These results are illus-
trated in Figure 9 which shows contours for 01 = 220, 01 = f = 0° and HE 600
km. Thws, the only significant contributions to the integral in Eq. (19) are from
equatorial values of the integrand. Raising the equatorial altitude of the field
line from 6C0 to 800 km produces very little change in this result.

10.0 _ _ _ _ _ _ _ _ _

mL

A

T F.* 0 K" p * . ...........

•~~ -. ,_.o ... o-V•-"• ....... "'

Scattering Region

-10.0 - I I I I I I I I--C.) L 0 N G I T U D E 10.0 -10.0 L O N G I T U D E 10.0

Figure 9. Contours for a transmitter at 220 with HE = 600 km

DISCUSSION

Calculations of received field strength under conditions of transeqaatorialpropagation in the VHF band need to be made incorporating the focusing phenomena
described in this paper. It is clear that h.igher field strengths will be obtained
than f'or scattering by straight field-aligned irregularities and much higher Eield
strengths than for omnidirectional scattering

REFERENCES

Booker, H. G. and J. A. Ferguson, A theoretical model for equatorial ionospheric
ionospheriz spread-F echoes in the HF and VHF bands, J. Atmos. and Terr. Phys. 40,
po. 803-829, 1978.

380

- - -
.'
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ABSTRACT

During two weeks in August 1980 a two station experiment was run using a
long east-west baseline. One station was at London, Ontario and measured
scintillation activity and east-west F region convection in a region centred on
80 0W, 390N (geographic). The second station was at Southend, Saskatchewan and
neasured F region convection and scintillation indices in a region centred on
104'W, 50'N (geographic).

Scintillations were also being measured from Saskatoon and from London vsing
radio stars. Auroral convection was monitored durinc, active periods over a region
centred on 103 0 W, 59*N. These comprehensive measurements are combined to show to
what eytent scintillations in tne trough region are affected by convective
processes.

INTRODUCTION

This paper examined some of the properties of scintillation activity in the
region of the ionospheric tr'.uk;h. The original concept of this project was to
examine the role of the ionospheric electric field in scintillations activity. One
envisages two ways which the electric field may affect scintillations: 1. Strong
electric fields can cause ionospheric irregularities to form by means of gradient-
drift or two-stream mechanisms. These mechanisms have Lecently been reviewed by
Fcjer and Kelley (1980). 2. Electric fields might convect irregualarities from a
source region to the observing region. A southward convection of 55 m/sec means
in about 6 hours irregularities would be transported 100. Thus a patch of irregu-
laricies observed in raidlatitudes might have been formed in the a.2rorai zone.

In order to experimentally examine these roles of electric fields in scin-
tillation behavior both electric field data and scintillation data covering a large
region were desirable. Using the variations in scintillation activity at several
wiaely spaced stations the size of a scintillation patch would be determined. The&e
patches would thsn be compaLed with electric fields which might have played a role
in their formation or movement. From previous studie&, which will be discussed
later, we thought that scint.llation patches usually had east-west dimensions
1000 km or greater. Our information on the north-south dimensions seemed to indi-
cate that although sometimes the patches were only the order of 100 km in width,
usually they were wider.

Based on these 'facts' we planned an experiment with east-4est spacings
greater than 1000 km and several different north-south spacings. The opportunity
for this experiment came in August 1980 and the following array of observations
was obtained (see map, figure 1)
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(a) Scintillation indices from Southend in northern Saskatchewan using
geostationary satellites ATS-3 at 105'W and ATS-5 at 70OW on a frequency of
137.35 MHz. The receiver was switched between these two satellites in alternative
hall hours. The line of sight to the two satellites intersected the F region
ionosphere over the shaded regions shown in figure 1. A 300 km intersection is
the north ends of the shaded regions and a 500 km ints.rsection is the souý_h ends.
Earlier studies (see MacDougall, 1981a) showed that most nighttime scintillation
irregularities are observed in this height range.

(b) Convection measurements from Southend. The scintill,-tions in measure-
ment (a) were also ob..rved on spaced receivers in order to measire the con.ective
motion. The analysis is s..milar to that d~seribed in MacDougall, 1981b and is re-
ferred to as the 'long-line' technique. The satellite at 1050W gives a measurement
of east-west convective motion only. The geometry or the measirement using the
satellite at 70*W makes the measured drift a mixture o' east-west and north-south
convective motion. Combining the two measurements should give both the east-west
and the ro:th-south convection. Fror the convection one can easily calculate the

t ionospheric electri. field.

(c) Scintillation activity monitored from near Saskatoon, Saskatchewan
using the GOES series of geostationary satellites on 136.38 MHz. The shaded region
is as per measurement (a).

(d) Scintillation activity monitored from near London, Ontario using both
the GOES series of satellites (not shown on figure 1) and the ATS-5 satellite at
70oW.

(c) Scintillation activity monitored from near London, Ontario using radio
stars Cassiopeia A and Cygnus A as sources. These sources were observed near 'heir
upper transit locations; (approximately overhead) and gave continuous nighttime ob-
servations between 2000 and 0600 hours local time during August.

(f) Convection measurements from near London, Ontario using the ATS-5
satellite at 700. The measurement is similar to (b) above and to a first approxi-
mation gives the east-wes- convection althoigh there will be a small component cf
north-south convection in the nteasurement.

* (g) Auroral irregularities and north-south motion over Southend. Fiaure 1
does not show the details of this last measarement. A pair of 40 MHz transmitters
and a pair of receivers were set up with a suitable geometry for detecting lield
aligned E region irregularities which might be formed by gradient-drift or two
stream instability mechanisms. The iegion with a suitable geometry was in the
vicinity oi Southend. Sinceas will be seen later, the scintillation measurellents
indicate too small a scale size for good comparison to be made to results from this
experiment, this meaqurement will not he described in detail.

RESULT',

k-atch Sizes

In the above sets of measurements, 20 days of scintillation ectivity was
monitorid in five areas (the four shaded regions shown in figure 1 plus the night-
time radio star measurements over London'. Indices were subjectively scaled on a
scale of 0 - 2min increasing amplitude of Ecintillations. The five sets of measu:e-
ments were cross-correlated in pairs. Since scintillation activity has a strong
24 hour periodicity, being most common at night, all these cross-correlations
showed a pronounced diurnal oscillation of which figure 2a is typical. Note that
the central maximum is no higher than other peaks in the oscillaticn. Scintillation
activity on the sare day is therefore no more highly correlated than is activity on
randomly chosen days.
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Fig. 2b As for 2a except scintillation attivity has been normalized to remove the

diurnal variation

Since the strong diurnal variation in scintillation activity is tending to hide any
less pronounced correlations, the data was normalized by dividing each hourly scin-
tillation index by the average index for that hour. A normalized index greater than
one means higher than average scintillation activity during that hour. Cross-
correlating these normalized indices for most of the station pairs gave results in
which there is n( evidence of significant cross-correlations. Figure 2b is typical
of the results prodcced and does not show any evidence of significant correlation at
zero days time shift.

The cross-correlations indicated that the patches must be of relatively small
size. The smallest spacings in the array of measurements were the approximately
500 km east-west spacing between the 105' satellite and the 700 satellite observed
from Southend, and the approximately 300 km north-south spacing between the 1050
satellite observed from Southend, and the GOES satellites observed from Saskatoon.
The cross-correlation functions for this 500 km east-west spacing is shown in fi-
gure 3, and there is a significant positive central correlation maximum. The cross-
correlation function for the 300 km north-south spacing is shown in figure 4 and
there is no obvious correlation around zero time shift. From these results we con-
clude that during August 1980 the size of the average scintillation patch was
slightly smaller than 500 km in the east-west direction, and much smaller than
300 km in the north-south direction. This conclusion is also in agreement with the
cross-correlation for the 700 satellite observed from London and radio star scin-
tillations alss irom London which again showed no correlation for approximately a
300 km north-south spacinq.
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Fig. 3 Cross-correlation function between normalized scintillation activity
observed from Southend using the two satellites
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Fig. 4 Cross-correlation function of normalized scintillation activity observed
from Saskatoon using GOES satellites and from Southend using the 105*W
satellite (ATS-3).
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Discussiun of the Results for Patch Dimensions

As mentioned in the introduction, when this experiment was planned we ex-
pec.ed larger sizes for the patches of irregularities than the <300 km N-S, N500 km
E-W dimensions as determined above by the cross-correlations. A number of mid-
latitude studies (Kent, 1i19, Fingleton and Lynch, 1962; Frihagen, 1963; Munro,
1963) had all "rund patch dimensions 200 - 400 km north-south and greater than
1000 km east-west. An earlier cross-correlation between London and Boston scin-
tillations (the 'Boston' scintillation data was kind-y supplied by J. Aarons of
AFCRL) gave a cross-corrolation greater than .7 for the spacing of about 800 km
east-west. This earli,_r result was for eauinox. We also did an equinoctial study
onsciatillation patcies (MacDougall, 1981a) using the scanning effect of a moving
satellite passing east or west of the observer. This enabled us to plot the
positions of individual irregu'larities within the patches. These plots showed both
"large diffuse patches, and smaller more compact ones. An example of a moderate
sized patch (many were sizaller) is shown in figure 5.

• . Fig. 5 A moderate size patch

1km of scintillation irregulari-
ties seen by using the

Soo scanning effect of NNSS
Aptit 3,1978 satellites. The two lines
Sat..2 marked 200 and 600 show

f approximately the limits of-- ••=Sh45m0sE•Tthe 'picture'. The scales
..Long. '• jshow the geographically

300 oriented coordinate systemI with the observer at the
I• origin. The legend on the

I figure indicates that this
4 I : • was satellite 42 northbound

and that it crossed the ob-
server's latitude (the x

.. o

W300

In equinox, therefore, although we. found small patches (at about 55*A) the corre-
lations showed that usually the patches were approximately 400 x 1000 km in size.
In summer (Augus"-) it seems that this is not true, at least near 600 A, and small
patch sizeG prE- •minate in the region of this study.

The correlation functions also caa give us an indication of the time scales
associated with the patches of irregularities. Autocorrelation functions were cal-
culated for the normalized measurements of scintillation activity from the various
stations. A typical autocorrelation function is shown in figure 6. The time scale
of the patches is obviously of the order of a few hours.
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Fig. 6 Autocorrelation
.9 function of the nor-

malized scintillation
activity observed
using the 70OW
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Before discussing possible mechanisms for formation of the scintillations
there is one further comment on the scintillation statistics from this study. The
scintillations observed using the two satellites from Southend always showed strong
activity at night and moderate activity during daytime with the day-to-day varia-
tion in activity being a small modulation of the average behavior. At the more
southerly stations the day-to-day variacions were much larger relative to the
average behavior. It is difficult to compare numerical values of scintillation
levels for the various receiving locations used in this study since the elevation
angles of the line of sight to the satellites are different for each of the loca-
tions, and (see for instance figure 3 of JSSG, 1968) scintillations would be ex-
pected to be much stronger for the small elevation an9les at Southend. The
latitudinal variation of the average scintillation behavior does appear to be com-
patable with that in JSSG, 1968 which shows a large increase of average scintilla-
tion index at about 60°. In this study we are not dealing with this average back-
ground level but with the fluctuations, or patches, which are superimposed on it.

Electric Field Effects in Scintillation Patches

The original intention of this study was to examine the role of electric
field in causing scintillations. Our immediate conclusion is that electric fields
appear to play a relatively minor role.

Electric field data was obtained by looking at the convection of the scin-
tillation irregularities past a pair of antennas spaced apart 600 meters at
Southerid.(The layout at London for this measurement is described in MacDougall,
1981bi. Convection results from Southend for a typical quiet day are shown in fi-
gure 7.

e 
.. ?wst satellite Fig. 7 East-

160 AUG.9 - east sateilite West ionospheric
convection mea-
sured from
Southend using

80% satellites as
indicated

0 14 12 H 2i 4UT
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During disturbed days there was strong nighttime westward convection before localmidnight. The average daily variation for quiet days was appr6ximately just a40 meters/sec westward convection. This may be seen during most of the day shown
in figure 7. Figure 7 also indicates two further fdcts about the convection:
1. North-south convection is small.
2. The convection is well correlated over east-west distances of the order of 500 km.

The evidence for these two facts is that, as indicated by the symbols, the
line in figure 7 is composed of alternate half hour segments using the two satellites
observed from Southend. When using the 700 satellite the measured drifts are an app-
roximately equal sun of north-south and east-west convection, whereas using the 1050
satellite the drifts observed are almost purely due to east-west convection. Thecontinuity of the curve therefore indicates that north-south convection is small re-
lative to the east-west.

The curve also shows that although the two observing regions, see figure 1,are about 500 km apart, there is no obvious discontinuity in the patterns when
switching from one satellite to the other and therefore east-west scale sizes forthe electric field patterns are of greater dimension than 500 km. A comparison ofthe Southend and the London drift measurements however does show very noticeable
differences (figure 8 shows an example). It is not yet clear to what extent these
differences are an east-west or a north-south effect.

E12 Aug.4 Southend

60.
1 AFig. 8 A comparison of east-

0 a 1 IUT west convection reasured
simultaneously from Southend

C -and from London

S-120L 
i

1E Aug.4 London

60-

-60

-1201

In summary the August convection near 600A shows; (a) Average quiet con-
vection is 40 m/sec westward with small north-south motion. (b) Scale sizes in
the convection patterns are much greater than 500 km east-west.
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There is only slight evidence in the scintillation data that convection or
electric field. were playing an important role. Cross-correlations between measured
convective speeds and scintillation indices from the various sites showed no signi-
ficant correlation. Also, the east-west correlation in figure 3 shows a time shift
of about 1 hour which would indicate westward drift of 140 n/sec. This is much
greater than the measured average westward convection, 40 m/sec, and may be more a
local time difference than an actual movement. Finally, the greater than 500 km
scale size of the electric field would not be consistent with forming scintillation
patches of smaller dimensions.

What Causes Patches of Scintillations?

A summary of the morphology of the August scintillation patches near 60*h is
as follows:
1. Size; a few hundred kilometers east-west and smaller north-south.
2. Time scale; patches persist for several hours.
3. Movement; there is only slight evidence that patches move in a geographical co-

ordinate system.

Most geophysical phenomenon do not have properties consistent with this mor-
phology. As discussed above, the ionospheric electric field as measured by our tech-
nique does not have similar properties. Two geophysical phenomenon which do have
comparable properties are localized weather systems and 'detached auroral patches'.

It has been shown (see for instance Hung et a!., 1979 and references therein)
that weather systems may produce gravity waves which are observable at F region
heights. There does not seem to be any indication that weather systems can produce
scintillation activity. The second phenomenon of auroral patches is therefore a
more obvious possibility to associate with the scintillation patches.

The auroial patches observed by Moshupi et al. (1979) in the trough region
from the ISIS 2 satellite would seem to have properties which are very similar to
the patches of scintillations. Summarizing briefly the propexties of the auroral
patches they have;
1. Dimension; typically 100 km N-S by 200 km E-W.
2. Time scale; uncertain but probably of the order of an hour.
3. Movement; the patches co-rotate.
4. Geographical location; maximum occurrence frequency over central Canada and atS~about 62* invariant latitude.

It may be seen that the properties of the auroral patches are very similar
to the scintillation patches. The auroral patches are a comparitively rare phe-
nomenon however, only 22 having been s~en on the ISIS photographs for over 1000
passes. Presumably the photographic data have some threshold before a patch would
be detected. An auroral patch which could cause scintillations might usually be
below this threshold. Moshtpi et al. (1979) attribute the patches to detached
plasma from the plasmaspheric bulge. This detached plasma is at a different tempera-
ture from the surrounding trough plasma. it is not clear whether it is the tempera-
ture difference or the auroral particle precipitation which would cause the scin-
tillations. Fejer and Kelley (1980) discuss examples of irregularities associated
with both heating and auroras.

CONCLUSION

In the region of the ionospheric trough during August, 1980 scintillation en-
hancements had an ave-ge patch size about 500 km east-west but much smaller in the
north-south direction. Electric fields did not appear to have a significant effect
in creating t',ese patches of scintillation enhancements. A phenomenon called
'auroral patches' has many properties similar to those of the scintillation patches.
This may indicate an dssociation with the scintillation patches.
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ABSTRACT

Over the past ten years a series of long term ground measurements and intensive airborne cam-

paigns into the polar cap region have been undertaken to investigate F layer irregularities and their

effect -,n eaith-to-satellite communication links.

These measurements indicate that the occurrence of ionospheric scintillat~on fading in the polar

cap is strongly correlated with solar flux density and season, but poorly correlated with magnetic

activity and time-of-day.

The long term ground measurements taken during the low solar flux year of 1975 showed flttle

scintillation activity. Similar measurements made during years of high solar flux density (1979-
1980) showed a weak background level of scintillation and also scintillation with intensities greater
than 20 dB peak-co-peak Pt 250 MHz occurring many hours per day. Maximum scintillation occurrence of

these levels took place in the dark winter months of 1979-1980 with the summer period showing
decreased activity. This behavior is similar to in-situ polar cap electric field measurements which

show larger fluctuations in the winter than in the summer, an effect which may be related to E layer
conductivity changes.

The F layer irregulgrity structures were identified in intensive campaigns in 1979. All-sky
imaging photometer 6300 A images show that intense po!ar cap scintillations are associated with sun-

aligned F layer auroral arcs, The arcs drift predominately in the dawn to dusk direction, out ,c.,
sals are also observed. Airborne ionosonde measurements also show this motion. The drift of these
structures into the satellite-to-ground ray path results in dramatic increase in scintillation level,
implying the existence of more intense ionospheric irregularities within these auroras.

Irregularity drift velocities were investigated using ground antennas/receivars spaced in a tri-
angular pattern. Measurements of the time-difference-of-arrival of the irregularity at the three

antennas provided drift velocities From 40 to 800 meters per second. The drift direction followed a

complex diurnal pattern with rapid reversals of direction, indicating that the irregularities do not

follow a simple noon-to-midn'ght flow pattern within the auroral arcs.,

INTRODUCTION

Ampliruoe scintillation measurements were performed at Thule Air Base, Greenland, using a satel-

lite beacon at ^250 MHz to assess the diurnal, seasonal, geomagnetic and solar relationships of
ionospheric irregularities in the polar cap.

The measurements were taken during two distinct periods: (1) April-October, 1975, a period of

low solar fiux and (2) November 1978-March 1980, a period of high solar activity.

Amplitude fluctuations converted to scintillation index (SI) by the method shown in Whitney

et al. (0969) are summarized in both mean dB excursion, and percent occurrence of scintillation Index
above certain levels, i.e., 10 dB peak-to-peak, a level of activity in the strong scattering regime
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indicative of Intense'ionospheric irregularities. The concept of this paper is to describe the
scintillation levels observed with respect to possible geophysical forcing functions.

The observations from Thule were performed within an elevation angle range of 30* to 65* at
azimuths towards the northwest and southeast. The resulting 350 km sub-ionospheric intersections are
shown within the dotted lines in Fig. 1. This overage is from 't20 to 9flN CG latitude. The
results are presented in Universal Time (LT - UT-h)

DIURNAL AND SEASONAL VARIATION

a A contour plot of the percent occurrence of scintillation index greater than 10 dB is shown in
Figure 2. The plot was developed from hourly average values ot the 15 minute SI for each month for
low magnetic activity (Kp-O-3). Two patterns emerge: 1i) Maxirxim occurrence of activity takes
place in the months of little or no sunlight at F-region heiqhts. Muctflower scintillation occur-
rence takes place in the sunlit months. (2) The diurnal variation is weak, and apparent only during
the winter months.

To investigate the seesonal variation, the data were ordered in three month periods (November,
December, and January as winter, etc.) and the diurnal variation of mean SI for each .eason was
plotted for both low magnetic activity (Kp-O-3), and for more active periods (Koe3+-9) (Figure 3a-d).

The data show that the lowest values of mean SI (4 dB) occur in surmer, and the largest during
fall and winter. In general, there is only a slight increase in mean SI with increased magnetic
activity during summer, fall and w~nter.

SUNSPOT CYCLE

A series of measurements was taken between April and October 1975. During this period of low
solar activity, there was an absence of strong scintillation activity to such an extent that we can
plot only the occurrence of scintillation greater than 6 dB. Only one period of 15 minutes showed a
single peak-to-peak fluctuation of 10 dB in the 1975 study. Figure 4 slows the contrast between the
1975 period when solar flux was low (10.7 cm flux was -75) and the same months in :979 when solar
flux was high (150-225). The occurrence levels for both low and high rognetic ac'ivity are shown
in order to separate the components due to magnetic atorms from those due to variations in the solar
flux forcing function. It is clear that even with low magnetic activity the year of high solar flux
shows a dramatic Increase in the intensity and in the occurrence of ionospheric irregularities which
produze scintillations on a satellite to ground path.

IRREGULARITY NOTIONS

To investigate the irregularity characteristics more fully an experiment was conducted using
spaced antenna/receivers at Thule, Greenland during March 1980. The measurement involved calculation
of the cross correlation function for three spaced antenna/receivers positioned in a triangular pat-
tern with separation of approximately 300 meters. The velocity of the irregularity was determired by
the difference in time of arrival of the fading pattern at each antenna.

Cross correlation values of from .48 to .98 were calculated with differences in time of arrival
from 0.1 to 6.0 seconds. The corresponding irregularity velocities ranged from 40 to 800 meters/
second with an average velocity of from 300 to 500 meters/second.

During these measurements, the maximum solar depression angle (at loca, midnight) was 110, thus
the altitude region above ;20 kilometers was sunlit for the entire measurement period. A plot of the
irregularity drift velocity in corrected geomagnetic latitude - local time shows a consistent portion
of anti-sunward drift, Figure 5. This pattern is consistent with the expected ExB plasma drift
(assuming that the ionospheric irregularities move with the background plasma) obtained from sunlit
polar cap electric field measurements (Hepprer, 1972).

An empirical two cell irregularity drift model proposed by Heppner (1977), postulated an anti-
sunward drift from the noontime auroral oval over the magnetic pole to the midnight sector and a
circulation back around the auroral oval to the noon sector. The observed Irregularity drift
supports the model. Consistent changes of drift direction were noted at 0800 and 2200 corrected
geomagnetic time, The highest velocities were recorded during the noon and midnight periods,

AURORAL ARCS

Auroral arcs In the polar cap are approximately aligned with the noon-midnight magnetic meridian
(Davis, 1962). These arcs generally drift in the dawn to dusk direction (Danielsen, 1969), however,
reversals have been noted (Akasofu, 1972; Weber and Buchau, 1981)., Recently Weber and Buchau (1981)
described the orientation and motioi of subvisual F-layer (X-6300 X 01) polar cap arcs. Kilometer-
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size irregularities within the a. )duced intense (saturated) dmplitude scint~llation at 250 MHzas the arcs drifted through a satelite to grouid ray path Outsi.le the arcs, however, scintillation
frequentl 1 did not cease, but persisted at a lower level (SI - 6 dB). This effect is also noted in
the longer term data recorded on the ground at Thule during 1979-1980.

EVIDENCE OF TWO IRREGULARITY COMPONENTS

Results from the combined measurements point to two irregularity components in the polar cap;
antisunward drifting irregularities which produce a background level of weak to modeiate scintilla-
tion and intense irregularities within F layer polar cap arcs which produce more discrete (n 1 hr
duration) intense scintillation events as the arcs drift through the ray path.

Scintillation activity is proportional to <(AN) 2
>, the mean squara electron density deviation ofthe small scale irregularities responsible tor fadi-ig, and the thicknes' of the irregularity layer

If during years of high solar flux the ambient elec~ron density is high, a small disturbance (20%
change, for example) in electron density would prodlice a high value of AN and theiefore (depending onlayer thickness) intense scintillation activity. Correspondingly the same percentage perturbationduring years when electron density is low would produce lower scintillation levels.

Monthly median values of fnF2 at Thule during 1957 (a year of high solar flux) and 1963 (a yearof low solar flux) support this hypothesis. The .easured values are shown inl Table 1.

There is a significant change for the month of December between years of high and low solar
flux. The corresponding maximum electron density, Ne(max), at 00 LT changes from 4.4 x 105 to4.9 x 104 el cm- 3 

between 1957 and 1963. The large variation in scintillation occurrence for the
same season between years of high and low solar flux may thus be related to corresponding large
changes in Ne(max). There is little change between December and June for 1957/58. Thus the seascnal
variation of scintillation is not explained by the seasonal variation of fOF2.

The seasonal variation of scintillation may, however, be related to E layer conductivity changes
caused by the presence or absence of sunlight zt -'100 k-. As proposed by Heppner (1972) to explain
fluctuating E fields in the winter polar cap and more regular variations in thc summer polar cap,
the conducting E layer may tend to short circuit irregularities which can otherwise persist in the
F layer. During the summer the short circuiting by the E layer could account for the low level of
activity. This summer-winter asymmetr, in the electric f;eld has also been noted by Burke et al.
(3979). In addition, polar cap electron density fluctuations measured by the AE-D satellite show
higher fluctuation levels in the winter hemisphere as compared to the summer hem:sphere during a 3-
month period of low solar activity (Sunanda dasu, private communication).

In the aurora] oval, both discrete and diffuse aurora a. shown by Defense Meteorolog~cal Satel-
lite Pogram images have been correlated with scintillations (Martin and Aarons, 1977). Tb' evidence
for th's was also clear when specific days were examined in the time period January 1979 CMSP
auroral images were compaed with recordi-gs of various satellite beacons observed from Goose Bay,
Labrador (650 C.G.L.). The E and F layer irregularities in the auroral oval, which produce scintil-
ations of UHF radio waves, are correlated with the optical aurora] emissions detected by the DMSP
imaging system. this is not the case for the polar cap scintillation activity; no corresponding
polar cap optical emission was found from DMSP photographs.

As shown by associated measurzmenti fWeber and Buchau, 1981) F layer auroral arcs with orienta-
tior along the noon-midnight direction are responsible for the intense radio wave fading, Using the
DMSP sensitivity, determined by Eather (1979), the spectral cnaracteristics of these auroras,< 5 R 4278 A N2+ 3nd 350 R 6300 A (01), (J.G. Moore, privpte communication, 1980) would not produce
a detectible signal in the DMSP auror.j1 images.

CONCLUSIOCN

The existence of irregularities at F layer heights has been known from spread F measurements.
However, we are now able to distinguish th- c=:,s difference in intensity level between years of
low and high solar flux and between mo',chs of sunli" ar,i months of dark periods.
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Table 1, Thule Monthly Median foF2

High Solar Flux Low Solar Flux

December 1957 December 1963

00 LT 6.0 MHz 2.0 MHz
12 LT 7.5 MH7 3.0 MHz

June 1958 June 1964

00 LT 5.6 MHz Summer 4.0 MHz
12 LT E 4 MHz 4.2 MHz

~TH so.

70-

9060W

60*w

Fig. 1. Map of sky region around Thule with corrected geomagnetic and geographic
latitudes shown. Observations are available in the subionospheric
intersection (350 ki) area encompassed by the dotted lnes.
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Fig. 2. Contour plot of diurnal pdttern of monthly percent occurrence of scintillation
grete thn 0 B fr ow 'anee ~tity(Kp 0 -3) Deriods. Observations

were taken during March 1979 - February 1980.
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Fig. 3. Mean value of scinti! lotion excursion observed at Thule for both quiet and disturbed
magnetic activity periods, The pattern is given seasonally as:, (a) Winter (Nov-Jan),
(b) Spring (Feb-Apr), (c) Surmmer (May-Jul), (d) Fall (Aug-Oct)
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F;g. 5. Ionospheric irregularity flow in the actic In corrected geomagnetic
latitude/local time determined from a spaced receiver experiment at
Thule in March 1980.
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ABSTRACT

r\A Widebani satellite data have given evidence that F region irregularities ca-sing high
latit-le scintillation enhancements are observed in regions with well defined north-south TEC
gtadients (as well as .nrth-south gradients in plasma density) and magnetic field-aligned diffuse
duroral particle precipitition. In addition these irregularities appear to be L-shell aligned
localized sheet-like structures for wavelengths - 1km. Our present theoretical understanding
indicates thkt the current convective instability (CCI), driven by weak magnetic field-aligned
currents ana a plasma density gradient, can directly reault in long wavelength acintillation
causing field aligned (k11 << k,, where k is wa-venumber and II and - denote parallel and perpendi-
cular to :he ambient geomagnetic field, respectively) F region ionospheric irregularities in the
diffuse aurora] region. Numerical simulations of the CCI show equatorward movement of plasma
density e'nhanceme-its, poleward movement .f plasma depletions (holes), and a k 2 

irregularity
spatial power spectrum.

INTRODuCTION

Data from the DNA Wideband satellite have exhibited high latitude (auroral and subauroral)
:'-intillation enhancements which appear to be associated with north-south gradients in total
e ectron content [TEC; see Fremouw et al., 1977; Rino et al., 1978; Rino and Matthews, 1980; Rino
a-d Owen, 1980]. Rino et al. [1978 havýe shown that a regularly occurring scintillation en .nce-
mtrnt can be identified in the nighttime auroral zone data, in the region of diffuse auroral
p rtirle precipitation. It .s also shown that this enhancement is due to sheet like F region
i,nospheric irregularities. These irregularities occur near where the TEC grpdient points north-
w.rd, i.e., 'ncreasing TEC as one goes northward., In addition, it appears that a d.c. electric
f.eld points either westward or northwest and that ther2 is a very shallow plasma density
gradient 1,L altitude, i.e., the northward TEC gradient dominates [Vickrey et al., 19801. Associa-
ted with thi. northward TEC gradient ta a northwp'rd gradient in local F region plasma density
[Rino arj" Ov.en, 1980; Vickrey et al., 1980] as measured by the Chatanika radar.,

At fir.-, glarce. with the dominant TEC gradient pointing northward (also local plasma density
gradient), the mrbient magnetic field, B , pointiog di ,n and the d.c. etectric field horizontal,
this would appeir to be a prime geometry for the usual F region E x B gradient drift instability,
However, with -he d.,, electric field pointing westtiard or north;est, the configuration is stable
(see iig. 1; the electric field would have Lo point eastward for instabiltty). ilhe saving feature,
however, i the diffuse auroral precipitation (current) -which acts to destabilize the above geo-
metrical configuration [Ossakow and Chaturved,, 1979) (sce Fig. 1). The conditions of having a
-current alon�--, a density gradient, Vno, perpendicular to B , and an elec.tric field petpendicular
to BP and p,•.il l) Vno can result in instability and these tyees of instabilities are generically
called curre, I convective instabilities [Kadomtsev, 1965.
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USUAL F REGION E- X -8 INSTABILITY PICTURE

E C E

E

PLASMA DRIFT
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F REGION E X 8 GEOMETRY WITH FIELD
ALIGNED CURRENT
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4(0 /b 7

o0 0
PLASMA DRIFT

(E'x Bo)

Fig. 1. Simplified physical picture of
the E x B g'-adient drift instability and
current convective instability.
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This type of instability has been applied to the positive column of laboratory gas discharges
[Lehnet, 1958; Hoh and Lehnert, 1960; Kadomtsev and Nedospasov, 1960: iKadomtsev, 1965j, but to our
knowledge has not been applied to the conditions in the F regicua ionosphere. A simple physical
picture of the 'nstability is as follcws (see Fig. !,. First let us discus, the usual F region
E x B gradient drift instability picture. Tn Ene upper part of Figure I the horizontal line -epre-
sents an unperturbed contour of constent electron density, the background zero order electron
density gradient points upward (n:rthward), there is a horizontal d.c. electric field (eastward),
and the ambient magnetic field, Bo, is into the picture. Now let the density be perturbed by a
small amplitude horizontal sinusoidal variation (Q pa,.a]lel to E.). The ions Pedersen drift to the
right relative to electrons whose Pedersen drift is for all purposes negligible in the F region
(the dashed sinusoid represents the electrons, the ,olid the ions). This gives rise to space
charges (+ and -) which in turn cause small scale electric fields E , directed alternately to the
left and right. In this geometry (eastward Eo), the corresponding E' x B drifts will then carry
the enhanced regions downward (couthward) and the depleted regions upward (northward) so that they
both will appear to grow in amplitude against the background density (convective instability). If
E were to point westward, as in thc diffuse auroral case, the perturbations would disappear, i.e.,
tie situation wou.d become stable (also if Vno were reversed in Fig. 1 stability would result).

Now let us discuss the E x B geometry with a magnetic field aligned current as illustrated in
the lower part of Figure 1. There is an ambient electric field, E , perpendicular to B 'i•ointing
down) and pointing to the left (westward), the density gradient, Vno, is into tha picture (north-
ward), the csrrent, Lo, is anti-parallel to B the horizontal line across the perturbation (where
k is in the E - B plane and perpendicular to Vno) represents the unperturbed constant electron
density contour. In this pictur- withcet jol the system would be stable to the E x B instability
(see previous paragraph). The projection cn k of the ion Pedersen drift caused by E results in a
drift of the ions along k such that it would result in stability. However, the direction of i a
implies that the relative drift between ions and electrons (in the frame whcce the electrons ar• at
rest) is anti-parallel to Bo. This motion projected nn k results in establishing space charges
which give rise to small scale electric fields E" as sho n in Fig. I (note that the Pedersen motion
due to E results in small scale electric fields opposed to EO). If the particle motion projected
on k Is dominated by the Joil rather than E.1 then the space charges give rise to total small scale
zlecttlc fields, le , as depicted In the figure. The corresponding K x Bx, drifts will then carry
enbanced regions out (southward) of the figure and depleted regions into (northward) the figure so
that they both will appear to grow in amplitude against the background density. From this picture
the instability criterion is . k "-V>jk. o (Vi/Qi)I' where = noeV and vi and i are the

ion-neutral collision frequency and ior gyrorequency, respectively. This will be mathematically
derived in the next section. The lower figure can be male similar to the upper figure by noting
that J.[1 = noeyd = 'lIE 11 and the setting E. = E.o + E. We note that in the above picture making
JolI in the direction of B. or rotating k by 900 about E or B results in stability, We also note
that the above picture for instability is valid even for E 0O, If E were reversed indirection the parallel current would enhance an already unstable situation.

This instability also has k' << k (see next section) and so the irregularities generated will
be field aligned. This ýurrent convective instability can directly result in 1ot.6 wavelength scin-
tillation causing F region ionospheric irregularities in the diffuse auroral region.

TUEORY

In this section we present a theoretical m.del [Ossakow ,nd Chaturvedi 1979] for a long
wavelength fluid type plasma instability which may account for the scintillation causing diffuse
auroral F region ionospheric irregularities. Fox our model we take the electron density gradient
to be pointing northward (y), the ambient electri: field Eo i• in the westward direction W) and
the magnetic field points downward (z). In our simple model we have equated the TEC gradient with
a gradient in plasma density. We assume that the iorizontal (northward) electron density gradient
is much sharper than the altitude density gradient. which we neglect, Our basic equations are

-- (n~) 0 
(1)

v.n' fl!±B ~ +V i (2a)B0 0 i Bovinel 4

z - -- + (2b)-e B 0 Bv -1 -oeil
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0, £ - (3)

where the subscript fq iy the species label (e is electron, t is ion), n is density, Vis velocity,
v is collision frequency, q is charge, E is the electric field, B. is the ambient magnetic field,
ii; B - IIB.1, ,% - I jLBo/mc is the current and V 0 represents the diffuse auroral particle pre-
--- " cipitation velocity alon (U and ± denote paralle and perpendicular to B.) which results in a
zero order current. In the momentum transfer eqn., (2), we have neglected inertial and temperature
effects, and included electron collisions to first order for completeness. Equation (2) is valid
for F region ionosphere altitudes (vA/ << 1). In (2a) vi is taken to mean ion-neutral colli-
sions, whereas in (2b) ve is really electron-ion collisions. Wt have neglected the electron
Pedersen drift compared with the ion Pedersen drift.

We assume quasi-neutrality so that ne m ni m n and our final equations are the electron
coi.tinuity equation, electron ind ion momentum equations, and V*J - 0. Thie equations are then
linearized such that n - no(y) + 7, E - Eoi -V9, V - u, +- with the perturbed quantities n,

cexp ilkx x + NIz -wt], where w awr + Iy. We then obtain

b - -- b-LEO V,+ Vd
n 0 aly 3 i -o
no k

where Vd - Viol[ - Ve.^i. We see that in (4) Y is independent of Ikj end only depends on the angle
that k makes wth Bo. In the denominator of (4), the first tern (in brackets) multiplying (ku/kx)2

comes from the parallel motion of the ions end electrons; whereas, the remainder of the denowinator
comes from the ion Pedersen motion. It should be noted that the instability is essentially
unaffected by the current direction. Thus, downward curren.ts work just as well as upward currents.
In (4) if we set k - 0 we obtain y - - (no-21 no/By) (cEo/Bo) which is the usual result for the
E x B gradient drift instability. For our geometry this chows y is negative which implies
stability. For instability in (4) y > 0 which implies

r .vi + U< 0

This says that for instability, with the westward Eo, we must have V ko /k < 0 and IVdNI1 > (k>'ýo/
Bo) (vi/Oi), which is exactly the condition set forth on the basis ol our physical picture pre-
sented in the first section. We can maximize this growth with respect to 0 a kI/kx. From (4) the
growth rate maximizes, in general, for

"0 = (cEo/BoVd)(vi/.i) :h I (c6oBoVd) 2 (vi /0)2 +

(v iYi)(.i/vi) + (pe /Ve )]-111/2

For altitudes - 350-400kv corresponding to the observatton altitudes [Rino et al,, 1978]
v/Gi- _i10-4, Ve/de - 10-4 and Eo- 10 mV/m with Vi - - 500 m/sec we find 0 - 9.4 x 10-5. For this
case (4) gives a growth rate ymax - 2.7 x l0-3sec- for L M no(Bno/4y)- 1 - 50km, Including pres-
sure effects in the problem introduces diffusive donping in (4). A typical cross-field diffusion
coefficient, DI, is - 0.2 m2/sec and a parallel diffsnln coefficient, Dj1, is - 10 8 m2 /sec. In the
present study, these effects become important for perpendicular wavelengths, X•, lO0r1 and paral-
lel wavelengths, IX1, < 1000 km. However, typical scintillation causing perpendicular wavelengths
are 1 km and since k4/k, - 10-4 we are considering highly field aligned $rregularitiea. Larger
parallel currents, due to precipitation, will of course produce larger growth rates. However, too
large a current, Ve ! 1 km/sec, would excite the collisional electrostatic ion cyclotron instabil-
ity [Chaturvedi, 1976). It may be noted that the linear theory of the current convective instabil-
ity proposed here favors a wavevector perpendicular to the TEC gradient (as well as B ), However,
in the nonlinear regime, mode coupling theory suggesl.s EChaturvedi and Ossakow, 1979J-that the
dominant wavevectors will lie parallel to the TEC gradient (and local F region plasma density
gradient) thus accounting fur the L-shell aligned nature of these irregularities [Rino et al.,
1978; Rino and Owen, 1980). Basically in this theory, the current convective instability saturates
(stabilizes) nonlinearly by generating linearly damped harmonics (i.e., those along the northward
plasma density gradient). These harmonics dominate over those between the northward and eastvest
directions. In addition, these northward modes produce a power spectrum for the irregularities
Sk-2 .
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SNUMERICAL 
SIMULTIC1 RESULTS

Equations (l)--(3) can be rewritten fKeskiuaen et al., 1980]

+ X VY1 B V V 1 If +0(5)

B B J.Vq

q z IV E -) .- 2Vn (6)

where Vy E _F, with E(x,y,z,t) the total electric field. Equations (5) and (6) are simply arestatement of the ion-continuity equation written in a reference frame with velocity
V-o E,!B(j - vi/niý) and quasi-neutrality V.3 - 0, respectively.

In the following simulations we take advantage of the fact that the fastest growing, mostdangerous modes from linear theory are almost field-aligned (k /k << 1). These modes are of mostinterest to us .nd, as a result, we solve equations (5) and (6 in a plane containing these modeswhich is nearly perpendicular to the magnetic field whtle fixing the value of kjl/k• Kekinen etalqO]. A similar approach has been adopted in numerical studies of drift-wave Lee- and Okuda,1976] and trapped-particle [Matsuda and Okuda, 1976] instabilities in laboratory plasmas.
The simulation plane which is essentially horizontal at an altitude of 350 km with a north-south extent of 410 km and an east-west extent 3f 160 km is identical to the x'y' plane as shown inFigure 2. The system of equations (5) and (6) was transformed to the x'y'z' coordinate system by asimple rotation about the y-axis by the angle 0 - k i/kx << 1. By solving the equations (5) and (6)in the %'y a system a finite but sir[ll kjh is effectively introduced into the model. Afterneglecting the z'-dependence of all juantltiea, equations (5) and (6) were then cast into dimension-less form ana initialized with the profile of the following type no(y')/No = (l-A(l-tanh'y'.yo)/L))(I + e(x',y')) where No, y_ and L are constant with A - 5/11. This gives a total density maximumto minimum ratio of approximately ±0. The function e(x',y') has a root-mean-square value of 3% andis generated from a randomly phpeed Gaussian power spectrum. The computational mesh consisted of258 grid points in the y'-direction (neath-south) with 102 points in the x'-directicn (east-west)so that Ay - Ax = 1.6 km. Periodic boundary conditions were imposed in the x'-direction withNeun.nn (B2/ya 0) boundary conditions in the y'-direction. We now drop the prime notation forclarity,

Figures 3a-d show contour plots of n(x,y)/N° at t = 0, 900, 1400, 1900 sec. The following set
of parameters were used: L = 50 km, y, = 200 km, Eo - 10 mV/m, vi/Qi - 10-4, Ve/•e - 10-4. The
value of 6 - 9.4 x 10-5 is held fixed and is chosen so as to maximize the linear growth rate (4).Figure 3a shows the initial configuration which includes the sr'Žll random perturbation. Figure 3bat t 900 sec-yt -5) illustrates the linear stages of the simulation and shows unstable growthin the region where cn'o/By > 0 as predicted by linear theory. Figure 3c exemplifies the early non-linear regime where lower density plasma (depletions) are moving in the positive y-direction (pole-ward) while higher density plasma (enhancements) are convecting in the negative y-direction(equatorward). The approximate velocities of the depletions and enhancements are 270 m/sec and 30S nm/sec, respectively. Finally, well-developed steepened enhancements and depletions (of over 90%)
are seen in Fig. 3d at t = 1900 sec. This late-time configuration is reminiscent of the motion ofdepletions (bubbles) moving vertically in the equatorial F region [Scanna Jeco and Ossakow, 1976]and enhancements (striations) in ionospheric F region plasma clouds Seana eThe length scales in Figures 3a-d are distorted with the depletions and enhancements longer andnarrower than is depicted. Similar linear and nonlinear development is observed when L = 10 km, butol a faster time scale.

Figures 4a-b give sample one-dimensional spatial povýr spectra at t a 1900 sec both in thex-direction (east-west) and in the y-direction (north-south). These spectra are obtained by firstFourier analyzing 6n(x,y)/No and integrating over the direction in k-space corresponding to the
north-south and east-west directions, respectively. For both cases, these power spectra are well-fitted with an inverse power law. Similar power law dependences were seen when L - iG km.

The following physical picture of the evolution of current convective instability in thediffuse aurora is supported by these simulations. In the evening a westward electric field Eobegins to form which convects plasma in the auroral region equatorward. In regions where thenorthward gradient in total electron content becomes well-define6 nearly field-aligned fluctuations
Ci (kNI/k± << 1) will grow unstable in regions where the field-ali ned current veloci-ies Vd, caused byprecipitating particles, are such that Vd(klj/k,) > 0 and JVdkIjI>(kcEo/B)(vi/Qi). In the plane
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Fig. 2. Coordinate system used in simulations. The x'y' plane is the simulation plane. The
, z axes are coplanar.
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Fig. 3. Real space isodensity contour plots of n(x,y)/No for L - 50 km at (a) t - 0 sec,
(b) t - 900 sec, (c) t - l1OO sec, (d) t = 1900 sec. Eight contours are plotted in equal
increments from 1 to 10 with the lower (higher) density contours denoted by solid (dashed)
lines. The magnetic field B is directed into the page with the observer looking down the
magnetic field lines toward the earth.
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Fig. 4. Log-log plots of one dimensional (a) x
power spectra P(kx) and (b) y power spectra P(kv,)
for L = 50 km at t = 1900 sec. P(kx) and P(ky) are

obtained by averaging 1(kxky)/noj2 over and

kx, respectively. In (a) kFx = 2r/160 km-1 hile
in (b) kFy - 2i/410 km-

1
. The dots represent the

numerical simulation results while the solid line
is obtained from a least squares fit.
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almcst perpcndicular to the magnetic field by an angle 0 = kII/k., plasma depletions and enhancements

will move northward and southward, respectively, while steepening in the process.

SUMMARY

We have investigated analytically and numerically a simple plasma fluid model to account for

the diffuse auroral s:intillation causing F region ionospheric irregularities observed by the DNA
Wideband satellite CRino et al. 1978]. By taking account of the diffuse auroral particle precipi-
tation (current) the stable E x B diffuse auroral geometry (corresponding to the observations)
becomes deeabilized by this parallel current. For a westward ambient d.c. electric field, Eo, and

a northward dominant electron density gradient, the relative drift velocity between ions and elec-
trons parallel to Bo, Vd, must sati~fy the condition - k• Yd > koe (cE_/Bo) (vi/aj) for ?nstabil-

ity. The maximum growth rate for the instability is y ý no-l(&o/0y) Vdll + (JevifGkve1I/2/2. The
instability is mainly field aligned (kj << k.). The instability is fluid-like in nature and so can

directly account for the long wavelength diffuse auroral scintillation causing F region irregulari-
ties. In addition, nonlinear numerical simulatiuns of this instability indicates equatorward move-

ment (convection) of plasma enhancements and northward (poleward) movement of plasma depletions
(holes). Furthermore. one-dimensional spatial power spectra of the irregularities in both the

north-south ard east-eest directions are well described by inverse power laws - k-
2

, for X ;' 4 km

(t'e present wavelength'range over which the simulations nave been performed).

In addition to investigating the nonlinear mode coupling theory [Chaturvedi and Cssakow, 1979,

fcr the current convective instability, the linear theory has been extended to include other

effects. For example, the inclusion of magnetic shear effects [Hubs and Ossakow, 1980] reduces the
linear growth rate somewhat (but does not stabilize the mode) and localizes the mode structure

"parallel to the northward plasma density gradient, Ion inertial effects, which extend the instabil-
ity to higher F region altitudes, highly collisional (non-magnetized) ions (e.g., the Z region), and

electromagnetic effects (which can be important for long wavelengths) have recently been included
4• [Chaturvedi and Ossakow, 1981] in the extended linear theory. The basic results found by

Chaturvedi and Ossakow L1981] were: including ion inertia extends the instability to high altitudes
with growth rates comparable to those achieved at the lower F region altitudes in the more col-

lision dominated regime (as given in the present paper); in the case where the ions are highly col-
lisional, e.g., the E region, the growth rates are comparable to F region growth rates, but much
smaller than the E x B instability which would be operating at these altitudes; and electromagnetic
effects are extremely weak for typical ionospheric situations. Based on all these results the cur-
rent convective instability appears to be a relevant instability mechanism for high latitude scin-

tillation causing irregularity studies.
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OBSERVATIONS CONCERNING THE RELr.TIONSHIPS h9TWEEN ELECTRON FLUX AND ELECTRIC
FIELD VARIATIONS AND THERMAL PLASMA IRREGULARITIES IN THE POLAR CAP

William J. Burke
Air Force Geophysics Laboratory1 Space Phystcs Division

Hanscom Air Force Base, Massachusetts 01731

ABSTRACT

Plasma density Irregularities in the winter topside ionosphere over the polar cap can have dele-
terious effects on C3 1 syrtems. However, the remoteness of the polar cap militates against investi-
gations of the geophysical context in which the irregularities are found using standard, incoherent
radar and sounding rocket techniques. The scientific package on S3-2 is uniquely capable of measuring
some properties of the irregularities. The primary instruments for detecting irregularities are two
oppositely directed, planar, ion sensors and a spherical thermal-electron probe. The surface normalb
of the ion sensor lie in the spin plane of the satellite, thus, limiting periods of useful informs-
tiom to data obtained in the direction of satellite motion. Environmental background information con-
cerning the flux of keV electrons, electric fields, and Birkeland currents are also monitored. Avail-
able data come from two dusk to (lawn north polar passes near the winter solstice of 1976. Save for
the si?, of B2, solar wind and IMF parameters were similar. It is found that plasma density Irtegu-
lariti-rs occur more frequently when the IMF had a northward rather than a southward component. Fac-
tors .. 2 or greater variations in density over distance scales of < 10 km were found at the edges of
discrete polar cap arcs, in regions of strong shears of the convective electric fields where little
or no precipitation was measured and along large-scale density gradients. Several possible local and
remote sources of the irregularities are suggested 4

INTRODUCTION

Phase and amplitude scintillations of electromagnetic signals propagating through the night-time
ionosphere frequently occur at equatorial,trough, auroral and polar-cap latitudes. The scintilla-
tions result from passage through density irregularities which alter phase speeds of waves. The lar-
gest contributions probably come from irregularities near the peak of the F layer. F layer irregu-
larities may be observeA.remotely by means of incoherent backscatter radar or in situ by means of
satellite-borne instrumentation. High-power radars are capable of detecting irregularities near the
F peak, in restricted &reas near widely spaced installations. At the present time no radar station
is in a position to measure polar cap irregularities. Polar orbiting satellites have access to all
geogranhc lc:=ations but mostly at altitudes well above the F-peak. Lacking regularly taken, simul-
taneous ..e. surementE of scintillations on the ground and density irregularities in the topside iono-
sphere iz 1s frequently necessary for modellers to make the assumption that irregularities map along
magnetic field lines. This is equivalent to assuming that k I << kL where k I and kj are the
components of the irregularity wave number spectrum parallel and perpendicular to the magnetic field.

The levels of our understanding of physical processes underlying topside irregularities vary
according to latitude. There is a growing concensus that irregularities at equatorial latitudes, com-
monly referred to as spread-F, result from a collision dominated, Rayleigh-Taylor instability in the
bottomaide of the post-sunset F layer (Fejer and Kelley, 1980). Collocation of trough and auroral
zone scintillations with latitudinal gradients in TEC (Fremouw et al., 1977) suggests that the irre-
gularities result from combinations of E x B and current-convective instabilities (Kaskinen et al.,
1980). The morphology of polar-cap irregularities and scintillations is too little known at this time
that any coherent theory, much less a concensus, concerning their origin has emerged. It is known
that !IHF scintillations measured at Thule are more pronounced when the polar ionouphere is in dark
ness than when it is sunlit (Aarons et al., 1981). Irregularities in 7-region that cause some sin-
t'llations have been detected in the vicinity of a subvisual polar cap arc by Weber and Buchau (1981).
It is hoped that a detailed analysis of the geophysical context in which polar-cap irragularities
orcur will suggest possible directions for irvestigating causative niechanisms.

This report presents measurements of topside ion density irregularities in the winter polar cap.
Data were taken during two dusk to dawn, north polar cap passes of the USAF satellite S3-2. The
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passes were selected as representative of magnetically quiet conditions when the interplanetary mag-
netic field (IMF) has southward or northward components. Our analysis of the density irregularities
is facilitated by comparisons with simultaneously meas.ired fluxes of energetic elections, convective
electric fields and field-aligned cuirents (FAC).

A brief overview of observed relationships between electric field and electron precipitation,
pattirns in the polar cap and the orientation of the IMF is presented in the following section, We
then describe the S3-2 scientific package. It. the observationb section measurements from two pasees
are presented. Irregularities are found to be widespread in the polar cap when the IMF has a north-
ward component, but not when it has a southward compo,:ent. The irregularities appear in regions of:
(1) large-scale density gradients, (2) discrete polar cap arcs, and (3) fast varying electric fields.
In the final section we discuss possible causal relationships between topside irregularities and po-
lar cap precipitation, electric fields and FAC's.

POLAR-CAr ELECTRIC FIELD3, PxECIPYTATION AND THE IMF

In this paper we make use of two coordinate systems. The first is the solar-magnetospheric
system with its origin at the center of the earth; X positive toward the suun Z positive towar! mag-
netic north; and Y, which is positive toward magnetic dusk, completes the right hard system. IMF
components are presented in this frame of reference. The second system, which is satellite-centered,
is defined below.

Measurements from OO 6 (Heppner, 1972) and
S3-2 (Burke et al.., 1979) show thet the distribu-
tion of electric fields in the polar ionorphere is
greatly afferted by the orientation of the IMF. In
the northern hemisphere the electric field tenda to
be strongest near the dawn (dusk) flank of the
no.ar cap when the Y component of the IMF is posi-
tive (negative). The opposite polarity relationship
maintains in the southern polar cap. Aside from
small-scale structures, the crobs polar cap electric
field is directed from dawn to dusk (antisunward
convection) when the IMF has a southward component.
During periods of northward IMF extensive regions
of dusk to dawn (sunward convection) electric fields
are found in the central portion of the polar cap.Electric fields vary much more smoothly in the Fig.l. S3-2 Trajectories in invariant
higply conducting summer than winter polar cap. latitude and magnetic local ime during
This is especially true in the winter cap when the Rev 5056 and 5231
IMF is northwards. A geometrically intuitive explana-
tion of the relationships between the IMF and high-
latitude electric field: is given by Crooker (1Q79).

During magnetically quiet periods electron precipitation into the polar cap falls into two broad
classes (Winningham and Heikkila, 1974). The first is a fairly uniform, low intensity flux of low
energy ( - 100 eV) electrons called "polar rain". The second c!%sa is characterized by localized,
more intense precipi .ation of higher energy electrons and is referred to as "polar showers". Ismail
at al., (1977) have identified polar shower events wvth discrete polar-'ap arcs which are normally
found in periods of northward IMF. Electron fluxes into polar cap arcs vary in mean energy from a
few keV down to - 0.5 keV (Weber and Buchau, 1981). They may be isotropic (Whalen et al., 1969) orh 4 ghly field-aligned (Hoffman and Evans, 1968) in pitch angle. Burch et el. (1979) found that field-
aligned fluxes, indicating electrostatic acceleration above the tiosphere, most likely apear In the
northern polqr cap when the IMF is in a northward, away sector (Bx<O; Bz>O).

INSTRUMENTATION

S3-2 was launched into polar orbit during December 1975 with an initial apogee, perigee and
inclination of 1557 km, 240 km and 96.3* respectively. It was spin stabilized with a period of 21
sec. at the time of interest. Thn spin axis is nearly perpendicular to the orbital plane, in a cart-
wheel brse. The scientific package on S3-2 includes: (1) an electric field experiment consisting of

pinning dipole, (2) a triaxial fluxgate magnetometer, (3) an energetic electron spectrometer, (4)
iermal ion drift meter, and (5) a gridded, spherical electron probe. Data arm presented using a

.tellite-centered coordinate system: X is positive in the direction of the satellite velocity; Z is
2ositive toward local nadix and Y completes the right :iand system. When the satellite trajectory
lies in the dawn-dusk meridian, Y is positive in the antisunward direction (Smiddy et al., 1980).
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S3-2 PEV 50 56/N 25 NOVEIBE, 1976

_______________1_ 300
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Fig.2. Ele-tric field components along and magnetic field Lompotient t:'enverse to
satellite velocity (top panelW, diructional flux and pitch angles of electrons with80 eV < E < 17 keV (mit•dle nanel) and ion densities (bottom panel) measured dLring
Rev 5056. Symbols X and Osigr.ifv presence and absence of ion density irregularitier.

The spinning dipols has a length of 29.72 m and reasuria the electric field compor.-n* along
satellite trajectory (Ex). Although potentihl differe.ces between the ends of the 'lipole are sample.:
32 times per second, data are normally presented as 5 second sveragjs uf Ex. Thb measurements can
be us-d to Infer values of Ex with a 1 second resolution. The magnetic field was mecaurea 32 times
per second with a 5 nT resolution. Data are presented as differeaess betueen measure,; -n- IGRF 75
values of the spin-axis component ( A?. The electron spectrometer meaeures electrons with en.er-
gies between 80 N and 17 .eV in 32 eerxry channels with a fuli spectr',m compile.d every second. The
instrument's aperture is mcunted in the spin plane of the satellitc. Because of the instre•l':t's
-m-ll geometric factor (4.6ExI0- 5

cm2
-sr) col:nt rates are freoueuLly at cr belcw tlat of one per ac-

c.mulation period (0.03 sec).

The ion drift-meter consists of two arrays of four passive therma± ion sensors, eact with a cir-
cular aperture of 6.8 cm2

. The external config,-ration of the two arrrays is identical. They are
embedded in the surface of the vehicle at diAmetrically opposite positi-ns. The interc.-l geometrycf sensors 1, 2, 3 and 4 is planas. To minimize their response to solar UV the internal 3eometry of
sensors 5, 6, 7 and 8 is non planar (Wild,2an, 1977). Norial vectors to the aperrure,, oi sensors 2
(6) and 4 (8) lie in the spin plane at relative look angles of 400. Sensors 1 (5) and 3 MJ) are
coplanar with 2 (6) but look out of thL spin plane at angels of 40* towsrd and aw., frou the spin
axis, respectively. Here we only use measurements from times when senrors 2 3,d 6 fac; in the rem
direction (TR) to determine the total ion lenaity once every 10.5 seconds.
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The thermal electron sensor, which is mounted on a 1.2 m boom, consists of a solid colleoctor oZ
2.54 cm radiu.. surrounded by a concentric wire mesh grid of 3.30 cm radius. The instrument operates

in a two-mode, repetitive cycle of 16 sec. duzration. The grid is held at +1.5 V relative to satel-
lice ground for 13.5 sec. In the second mode of operation the grid is swept from 18 to -8 V in 2.ý
eec. The collector is held at +-50V relative to the applied grid voltage. Thus, thermal electrons
passing through the grid asre accelerated to the collector but thermal ions are rejected. Electron
densities and temperatures as well as satellite potential are deterr~dned -sing standard Langtauir
theory.

In this repo~rt we limit ourselves to density ir~regularities that appent as rapid fluctuations in
ion urrntsmeasredin nteralsTR± 2 sec. It is recognized that iot. currents respond to clianees

in the convection velocity and the satellite potential as well as to the density. To distingviaih Ibe-
tweea the three types of variacion we compare the measurements of ion sensors 2 and 6 with those of

the thermal electron probe. Where the ion sensor is sensitive to choanges in the plasma flow velocity
the spheýrical elecron probe is not; the ion sensor and the eleoctron probe act in opposite senses to

* ~changes in the satellite potential. Thus, we call fluctoiationE ini fle ior. current density irregula-
rities only if bol~h the ion and electron sensors vary in the samc wooy.

OBSERVATIONS

Figure 1 shows the trajectories (irnvarient latitude and magneti't local tima) of two north polar
passes of S3-2 (Rev 5056 on 11 November and 5231 on 8 December, 19/6) -,:tich were selected for analy-
sis because both orbits were: (1) cli~e to the winter~ solstice when icregularities are likely found
in the polar cap (Aarone et al., 1981), (2) close to the dawn-dunk mcridian paasbng to invaria'nt 1st'.-

,S.3-2 REV5231/N 80EoCEMBR.1976

* 300

30 Ii I~ .1I
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tudes (A) greater than 85', (3) close to apogee over the magnetic poi? thus, minimizing altitude
variations in density. Background daLa listed in Table I shows that for both orbits, the level of
II aetn-tic activity was low, the solar wind velocity "las moderate, the solar wind density was high and
.h;e IMe" wab in an away stctor. T, main difference was that the I!F had a southward component
(-1.5 iT) during Rev 5056 and a noichward component (+74 nT) during Rev 5231 (King, 1979). The sym-
bols X and • indicate the prog-ession of the satellite at one mint:te intervals durlng Rev 5056 and
523', respectively. Lii,ep cutting the Rev 5056 trajectory at A - 75' on tne dawn and d-isk sides ap-
protiiate the boundary between the auroral oval and polar cap. The .;psition:; of eight high-latitude
a,,rorat arcs are markud on the Rev 5231 trajectory.

Date Solar Wind 3IMF
Reiv. UT Kp V(km/s) n(cm )x By Bz

Nov.26,76
5056 1715 2 330 15.7 -1.4 5.2 -1.5

Dec.8,76
5) 2000 1 439 10.1 -3.7 3.8 7.4

Table 1 Hourly Averaged Solar Wind & IMF

Obse;vd ions fr:, ;;-2 Rev 5056 and 5231 Lre ýIvtn in Ftgv~'s 2 and 3, respectively. The format
of both rig_ýe& is the same. The top panel Rives ile dawi,.-dus. imponent of the electric field (Ex)
and the " compon nt of tf.e ,;.dgnetic field poturhattou uinc:, lil!). PosltA\'a values ox Ex indicate
a dusk to dawn compcnent -s,, %ward cvnvoct.on) In the Infinite k.u'ent sheet approximation positive
ýnegatlve) slopes in ABy correspoiid to regions of FAC's Into (out of) :he ionesphere. The dashed
line asscciated with the A By plot Is a baseline that approximates the values of the transverse mag-
netic field :omponert in the absence of PAC's. The middle two panels give the directional flux
and pitch angles of electrons measured by the energetic electron detector. The lbotrtm panel gives

SZ,-2 REV. 523/N 8 DECEMBER, 1976

10 vant 4 Event 4

S10 19521 19,9:03 19M,:14

SEvent 5Event 6

0

2001*:00 2002:56 2003-33

Fig. 4. Six sul-cted examples of ion currents ta-en while
iou, drift meter sensors 12 or #6 faced in tCe rae direction.
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Lhe ion density (Ni) measured when sensors #2 or #6 of the drift meter faced the ram direction.
During Rev 5U56 only data from sensor 2 are available. Symbols X and • indicate the presence and

absence or uensity irregularities. The data of Figures 2 and 3 which are equally spaced in UT are
plotted as functions of UT, invariant latitude (A) magnetic local time and altitude.

Before discussing the data in figures 2 and 3 it is useful to e"emplify our criteria for deter-
mining whether the satellite paGsed through density irregularities. Six examples of ion current mea-
surements taken in the polcr cap during Rev 5231 are given in Figure 4. The tick marks are separated
by one second; times when either seasor #2 or #6 faced the ram direction are listed for reference.
Designations "Event 4, 5 or 6" indicate that the ion measurements were taken as the satellite passed
close to a discrete polar cap arc (Burke 1981). We note that measurements taken near 1958:21 UT show
much smoother variations than the other five. The irregularities can appear as density biteouts
(1959:03 UT) or density spikes (1959:13 UT). Density measurements in Figure 2 and 3 are designated

irregular if factors of 2 or greater density variations were found within the interval TR ± 2 sec.

Directing our attention to the high latitude data taken during the period of southward IMF
(Figure 2) we note:

(1) Ex jhows a clear evening side reversal in direction at 1710 UT ( A - 76, MLT - 18.7) It
maintains a low value aqross the dusk side of the cap, then decreases to a sharp minimum of -15 mV/m
at 1717.8 UT ( A - 80, YLT - 04.8). A strong dawn to dusk electric field on tie dawnside of the
polar cap is typical of By > 0 sitaations (Heppner, 1972). Betv.een 1715.2 and 1719.3 UT, Ex under-
goes a series of reversals before assuming an equatorward orientation in the dawnside auroral oval.

(2" The A 
3
y plot shows distinct Region I/Region 2 signatures (lijima and Potemra, 1976) in the

dusk and dawn side-" of the auroral oval. Across the polar cap A Bv stays close to its baseline value.
"It departs from the baseline by 25 nT as lExi increases from 1 10 to 75 mV/w at 1718 UT. Using equa-
tion (7) of Smiddy et al., (1980).we estimate the height integrated Pedersen conductivity of the
dark'ned polar ionosphere to be 0.3 mho.

4, (3) Electron precipitation across the volar cap is that of a uniform polar rain.
(4) ThS ion density near 1250 km altitude varies from - 30 cm

3 
In the duskside trough to a maxi-

mum of 
2
xlO at 1718 UT. The coincidence of maximum Ni and I- I suggests that some of the polar cap,

topside plasma has been convected from a remote production regfon such as the dayside cusp (Knudsen
et al., 1977). Two examples of density irregulartties are found in the central polar cap in the re-
gion ot a steep density gradient. It Is not clear whether the irregularities collocated with rapid
variations in the direction of Ex lie in the polar cap or in the high-latitude reaches of the dawn-
side auroral oval. If they lie outside the cap only 2 of 23 Ni measurements in the polar cap show
irregularities.

The relationship between the electric field, magnetic field and electron measurements shown in

Figure 3, and diszrete polar cap arcs is discussed elsewhere (Burke, 1981). During this period of
northwerd InF the 5 scond average values of Ex are highly variable, with a maximum streughth of 120
mV/in on the dawnIide of the polar cap. The A By measurements show no sign of standard Region 1/
Region 2 FAC systems. Small-scale variations in A By are found. In Figure 3 we have marked eight
events which are characterized by negative slopes in A By and localized, enhanced precipitation.

These event. have the characteristics of discrete arcs. To determine which arcs lie in the polar cap

we used the first and last detection of polar rain as marking the boundary between open and closed
field lines (Heelis et al., 1980). The evening and morning side boundaries of the polar cap arc set
at 62* and 81.6', respectively. Thus, events 3 through 7 lie within the polar cap. It is possible
that event 8, which lies poleward of a significant reversal in Ex, also lies in the polar cap.

On the evening (morning) side ion densities range from a low of 150(30)cm-
3 

iI the trough to a
maximum of 5xi0

3 
(104)cm-

3 
at the poleward boundary of the auroral oval. As in the case of Rev 5056

we find a density trough on the evening side of the polar cap. However, background density levels
during Rev 5231 are higher by a factor of 5 or more. Within the polar cap irregularities were ob-
served in 14 of the 32 density measurements. Eleven of the irregurities are found in conjunction
with a large scale density gradient in Ni and/or in the vicinity of a polar cap arcs. The remaining
three irreguilrities nre found at the polar cap trough minimum (< 2000 UT) with only polar rain pre-
cipitation. They are also found in a region of very rapidly varying electric field. Raw Ex measure-
ments (not shown) from this period show multiple -eversals in I second averaged data.

To investigate possible relatinships between density irregularities and polar cap arcs we have
nlotted data taken near event 6 in an expanded scale in Figure 5, The top panel contains plots of
E:, A By and the electron directional flux. Values of Ex are one, rather than five second averages.
The bottom panels contains six spectra taken across the event. Dashed lines indicate one-count back-

ground levels of flux. The UT at the beginnings of spectra accumulations and the pitch angels half
way through one second accumulation periods ere indicated to the right of the lower panel.
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fig. 5. Expanded Plots of Ex, A B and electron
fluxes measured during Rev 5231 near the time of
event 6 (top panel) and six consecutive electron
spectra taken across this evert.

The event is marked by: (1) a strong shear in the electric field. Ex changed from 120 mV/m dusk
to dawn to 12G mV/m dawn to dusk in 10 seconds. (2) a field-r.igned current out of the ionosphere of
- 2 u A/m2 . Such a FAC demands a net flux of electrons into the ionosphere of 2.510 (cm2sec-ster)- 1

(3) an abrupt increase in flux to 2xlO9 (cm2sec-ster)-1 and return to background that coincides with
the satellite passing through the upward FAC sheets. The relatively unitorm flux measured at dif-
ferent pitch angles across the event suggest that the flux is fairly isotropic over the down coming
hemisphere. (4• an average electron energy of - 1 keV. fhe directional energy flux is in the range
of 2-3 ergs/cm ±t_--_ar, and is sufficient to produce visible emissions.

Examining the ion current measurements marked "event 6" in Figure 4 we note the presence of den-
sity irregularitiss between 2002:53 and 2002:55 UT. Between 2V02:55 and 2002:56 NJ increased from
2.1 to 5.2xlO cu- . From the b9 ttom panel of Figure 3 the densities on both sides of event 6
(2002:45 and 2003:03) were 2xlO', and no irregularities wete bbserved. We conclude that the density
peak and irregularities fou'nd above the arc are probably by products of the are formation mechanism.
Possible causal relacionship are discussed below.

SUOMARY AND DISCUSSION

In the previous sectior we presente4 a broad set of measurements form two dusk to dawn pazzes of
S3-2 across the northern, winter polar cap. The orbits were chosen for analysis because: (1) they
followed similar invariant latitude/magnetic local time trajectories, (2) they occurred when the
polar cap was in darkness and irregularities are apt to be found (Aarons et al., 1981), and (3) they
occurred when, except for the polarity of Bz, solar wind and IMF conditions were similar.
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While the IMF had a southward component (Rev 5056) the convective electric field pattern was
well defined. When the IMF was northward Ex was highly irregular. As expected for By>O the largest
electric field were found in both cases, near the dawn flank of the polar cap (Crooker , 1979). The
background ion density level was a factor of five or more larger during Rev 5231 than 5056. We lack
evidence to determine whether this due to a UT effect (Sojka. et al., 1979), a generally higher level
of ionospheric produttion from the polar cap precipitation when the IMF is northward or to geomagne-
tic conditions preceeding the chosen orbits. In both cases distinct density troughs were found on
the dusk side of the polar cap and density maxima on the dawnside. ThLt the large-scale density maxi-
mum coincides with the region of strongest convective electric fields suggests that a large fraction
)f the plasma was convected from the dayside cusp to the place of observation (Knudsen et PI., 1977).

Uniform, polar rain precipitation was measured across the polar cap during Rev 5056. The polar
rain was interrupted by at least five, intense precipitation events during Rev 5231 that could pro-
duce visual or subvisual arcs. Because of the low level of ionospheric conductivity at the time of
Rev 5056 only weak FAC's were found in the polar cap. Ionization created in the vicinity of polar cap
arcs was sufficient to support > I I A/m2 

FAC's.

Density irregularities were almost entirely absent from the central polar cap when the IMF had a

southward conponent. The two examples of polar cap irregularities occurred along a large-scale den-
sity gradient. Several examples of irregularities were also found in a region of topside electric
field variations near the boundary of the polar cap and the dawnside auroal oval. It is not clear to
which region these irregularities should be assigned.

By way of ccntrast, density irregularities were quite widespread in the polar cap when the IMF
was northward. The irregularities, which appeared as plasma biteouts and enhancements,were found in
the vicinity of lasge-scale density gradients, polar cap arcs and highly irregulr electric fields.
If some of the biteouts crossed by S3-2 in < 1 sec r-ap to the peak of the F layer they would have
scale lengths of - 5 k, and would be capable of producing UHF scintillations.

A detailed theoretical aralysis of no]ar cap Irregularities is well beyond the scope of this ob-
servational report. Depending on circumstances several mechanisma do suggest themselves.

(1) Irregularities Lave been found near large-scale density gradients at the equatorward edge of
the auroral oval. These have been attriuted to current-convective inistabilities (Keskinen et al.,
1980). In the absence of large-scale FAC's in the winter polar cap th~s mechanism near large scale
density gradients in the polar cap. However, if the convective electric field had a small anti-

= sunward component (not ueasured by S3-2) near the mornlng side gradient, the plasma might be subject
to an Ex8 instability (Ossakow and Chatavcrdi, 1979). A sunward eaectric field component would be
required to render the density gradient between the auroral oval and evening side polar cap trough un-
stable. Verification of these pobsibilities awaits future space missions such as Dynamics Explorer,

(2) Irregularities found near polar cap arcs result from a hoP4 of competing processes. En-
hanced precipitation creaces localized strips of enhanced ionization. Because of the low energies of
the precipitating electrons a substanti&l fraction of the ionization is created or is transported to
F layer altitudeb. Effects of enhanced ionization are evident ir. data associated with event 6.
However, electric fields and FAC's *.ssociated with the arcs zend to produce F region d'pletions
(Schunk et al., 1975, Block and Falthammer, 1968), as well as -aixing of low aud high density flux
tules via ExB and current-ccnvective instabilities (Ossakow and Cnataverdi, i979).S(3) Irregularities collocated with rapidly varying electric fields may resultý in part from a

Kelvin-Helmholtz type instability.
(4) It is possible that some of the irregularites ware produced as a result of spatial and tempo-

ral variations in soft piecipit~ion in the region of the cusp (cf Figure 46 of Fqler and Kelley,
1980). They could then be -invected to their place of observation in the central polar cap. For an
antisunward convection speed of 1 km/sec (Ex = -40 -V/m) it takes < 1/2 hour to move from the cusp
to the central polar cap.
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The Night-Time Auroral-E Layer: Particle rroduction,
Latitudinal and Longitudinal Structure and Dynamics

James A. Whalen
Ionospheric Physics Branch
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and

James R. Sharber*
Department of Physics and Space Sciences
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Helbourne, FL 32901

It has been known for some time that auroral-E, a thick layer of ionization found at E-layer
heights at auroral latitudes, is associated uith the continuous (diffuse) aurora (Whalen et al, 1971;
Whalen at al., 1977; Weber et al., 1977; and Winningham et al.. 1Q78). In the first section of this
paper we report a detailed study of the spectral shapes and relative total energies of the electrons
and protons which produce it and the correlation of the spectral features with its ionospheric signa-
tures, the critical frequency foEa and the virtual height h' Ea. In the second section we describe
the morphology of the continuous aurora/auroral E layer based on statistical studies. In the third
section we describe the structure and dynamics of this aurora in its entire latitudinal and local
night Lime extent for a period of 8 hours duration.

PARTICLE SOURCE OF AURORAL E

The particle study was nade possible by the analysis of data taken as Isis 2, a polar satellite
orbiting at 1400 km, passed over the AFGL Flying Ionospheric Observatory as it made ionospheric
soundings of the auroral-E layer in Zhe midnight sector. Figure 1, reproduced from Whalen et al.
(1977) shows the aircraft (heavy curve) and isis 2 (dotted line) trajectories plotted in corrected
geomagnetic (CG) latitude and longitude. The particle measurements reported here were taken during
the satellite pass labeled 0610, the universal time at which it crossed the aircraft flight path.
The satellite traversed the auroral precipitation region in about five minutes while the plane flew
from 75" CC latitude to 67' CG latitude between 0517 and 0700 UT.

Particle Precipitation Over the Continuous (Diffuse) Aurota
The particle observations uere made by the Isis 2 soft particle spectrometer (SPS), a swept

voltage, divergent plate energy analyzer which provides a differential spectrum for electrons and
positive Ions over the energy range 10 eV to 15 keV each second. The measurements taken during the
0610 UT pass (Orbit 3203) of 09 December 1971 are displayed in the energy/time spectrogram formaL of
Figure 2. Electrons and positive ions (labeled 'protons" in the figure) are shown in the top two
panels of the figure. (The SPS measures energy per unit charge and thus does not distinguish posi-
tive ion species. The terms positive ion and proton will be used interchan.ably in this paper.)
Each vertical line in the spectrograms represents a differential energy spectrum (erg/cm

2
s sr)

measured over the range -10 eV to ~15 keV. The ordinate scale is the logarithm of energy. inten-
sity changes during a spectral sweep (one vertical line) are indicaten by gray shading; lighter
shades correspond to greater intensity. The abscissas are universal time minutes along the bottom
of the data frame, and magnetic local time (MLT) and invariant latitude (INV. LAT.) along the top at

3 minute mark. Th3 third panel from the top shows particle pitch angle I p, the repetitive scan
.hich is obtained as the satellite spins with a period of 

2 2
s. For easy reference, seven spin

cycles are labeled above the spectrograms. The lowest panel, labeled DOWNWARD E FLUX, shows the
res.lt of integrating the particle energy flux (erg/cm

2
s) over tht, • 0" loss cone for electrons, E

and protons, P.

* Currently aa NRC/AFSC Senior Postdoctoral Associate at the Air Force Geophysics Laboratory,
Hanscom AFB, HA 01731
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it is clear from Figure. 2 that hetween invariant latitudes of 73' and 66" the electrta spectra
are broadly peakee and show very little structure. Thie is characterijtic of the continuous aurora
kMeng, 1976; Doehr et al. 1976; and ,LI et al., 1977) and is confirmed in this case by the lack of
any disc-ete arcs observwd at tois time by the air:o-ne all-ski camera (Whalen et al*., 1977). The
electron average energy pe~aks during, spin cycle 4 1 A -6.66) and decreases both equatorward and
poleward of the peak. The rotation 3f the satellite is apparent by the regular (and darker) gaps in
the data as the analyzer aperture looks earthward (centered on 0.-180%), but we also note that
d'ring spin cycles 3, 5, 6, and 7, another gap appears, pzrtieularly at high energies, as the apera-
ture looks upward along the field line. This is the unfilled loss cone for downcoming electrols.
The fact that ijotrapy does not always exist means that in any modeling effort using particle data
from sateA-iLes to calculate energy deposition into the ionosphere, the pitch a.igle distribution
within the loss cone should be determined.

Positive ions (2rotcns) accompany the electrons but do not occur in signiff.cant numbers below
67%. Their average energy Inr.reases with decreasing latitude down to spin cycle 5( A-68.7').
Except tor the return fluxes from below the satellite, the positive ions show isotropy at all latitudes
above 68.7'. This is ? general chararteristic of positive ion i-rec-pitation into the continuous
auroral oval.

Particle fluxes are actually ohserved as far po-euard as 78.50. The electrons show structure
"suggestive of taint polar cap ircs. Their energies decrease gradually to about 30 eV at ,8.5*. The
positive ion energies derres3c to about 00 eV at 78.3" but they show almost no structure with lati-
tude. Both components of this low-energy, high-latitude pls&ma appear to merge into the electrons
and ions of the continuous oval. They are typical of very quiet times (Sharber ar.d Premate, 1980),
are the quiet tirs boundary layer of the plasma sheet, the BPS of Winningham at a1. (1975), and pre-
sumably bear tne same relation to polar cap arcs as the continuous auroral plasma does to oval arcs.
The contir.uous aurora, between "-66" end ~ 73, is therefore the low altitude extension of central
p~asma sheet, or the CPS of Winningham et al. (1975). Poleward 92 78.3' a very faint, uniform elec-

-' tron "polar rain" (Winningham and HeIkeila, 1974) ib obse.vea.

In order to produce the latitudinal profile of precipitating particle fluxes, shown in the low-
est pane) of Figure 2, the spectra have been integrated first in energy o-,er the range of measurement,
thEn over the 50' loss cone (at 1400 km). It should be noted here, that in order to calculate the
energy flux reaching the ionosphere (i.e., .he loss height), the flux shown this panel must be multi-
plie- by l/sir2 50" or 170. The precipitating electrons have a peak flux at 69.6* -cycle 4) invari-
ant latitude; tne protons have peak at 68.7* (cycle 5). The ratio of protno to electron precipita-
ting energy flux is ~-0.1 at 69.6' and -0.2 at t8.7'. This difference in latitude of the peak flux
is a persistent obs~rva!-ion. TLe equatorward displecament of the protons is characteristic of
the evening-midnight magneric local time rector.

iOther Isis 2 tasses show that in this sector it is not unusual during very qtie, ti.aes to see
the precipitatilg energy flux of the proton population exceed that of the electrons near the equ.'tor-
ward edge of the particle precipitation region. Thu3 in general, the continuous aurora is caused by
keV electrons and protons iith the relati;e conl.ribution from each constituent varying as a function
of latitude.

St.ectra
Elect-on spectra claracterizing the continuous aurora may generally _ represented by a

MaxwelItan distribution abrve a few hundred eV of the form J(h)-(Joe/ a )Ee where J(E) is
differential nurber flux i#/cm2 s sr eV) at energy E, a is the characteristic energy, and J o E j( a ).
Howtver, a and Jo usually vary with pitch angle as shown in Figure 3, '1here two spectra from the
second sni., scan of cycle 5 are plotted. The spectra measured at pitch angles of 38' and 9* are
well--represented by the Maxwellians &r energies above about 600 eV. The labels on the figure refer
to the Maxwellian curves. The energ* flux E, the number flux N, and the number density n are deriv-
able froa Lhe parameters J. and awhich define each distribution. We note that the energy flux at
IS* exceeds tbht at 9* by abouL a factor of two. in order to compare preclpitpting energy flux 4ith
the sounder measremert.s of (foEa)4, all spectra measured dvring a pitch angle scan must be integra-
ted ,".er the lose cone.

An example of the positive ion s-ectrum, taker, from data within the loss cone during cycle 5
(A-68.7*) is shown in Figure 4. ',he notation " 0 p:LCA" (loss cone average) means thbit spectral
sweeps within the loss cone hqve been averaged to ubtain the spectrum. The procedure is justified
by the isotropy of the positive ion flux, We note that above - keV the spectrum is Maxwellian with

a- 8,300 eV, much higher than that of the electrons, but that the total energy flux under the
spectrum i o0nly 0.14 erg/cm2 a sr. This is the most energetic of all the ion spectra obtained
over cycles 1 througs, 5. In fact tihe characteristic energj a and energy flux E decrease to values-" of 2,300 eV and 4.6xl10- erg/ctn2 s br durir.g cycle 1 ( A =72.5'). This is a general characteristic
"of the postrivc ton componet.t of the continuous aurora. The straight line of negative slope is the
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instrumental 2
-count sensitivity level. Since the positive ions are iejtropic, their precipitated

energy flux (at ionospheric heights) is obtained by multiplying the spectral energy flux by I.
Using the Maxwel'iý,a curve of Figure 4, the flux of positive ions precipitated at ionospheric heights
is 0.44 erg/cm2s.

Maxwellian Distribution of Precipitating Electrons
Since in general the electron flux over the continuous aurora is not isotropic, flux values Ji

measured at different pitch angles in the scan must be integrated over the loss cone in order to
obtain the flux j precipitating to ionospheric heights. We have used the expression

j -- 1.75 E-Ji ( ei, Gz)cos e0 /Sinz 2E-cos 2 9i (1)

where 
9

z is the angle between the satellite spin axis and the local magnetic field line, and 
0 1

is the pitch angle. The equation has been derived for the Isis 2 SPS geometry and spin period and
takes into account the detector angular response and the angular spacing and overlap in pitch angle
space of succeosive spectral measurements.

Applying this expression to the individual differential elements of each spectrum results in a
composite differential. (in energy) number spectrum (1/cm

2
s eV) already summed over angles within the

loss cone. It is a single spectrum representating the precipitating electrons. An example shown in
Figure 5 is from, the second pitch angle scan of cycle 5 (scan 5-,'). The inte esting feature of this
spectrum is that it is a Maxwellian distribution. Above 600 eV the parameters a -690 eV and Jo

S'1.3xlO 5
/'m

2
s eV completely specify -he precipitating distribution. In a later section the charac-

teristic energies obtained from each spin scan will be compared with the virtual heights measured
from the a'rborae sound.r. As was the case for the individual spectra of Figure 3, the low-energy
pact of the spectrum d&.iates significantly from the Maxwellian. These electror.s, however, contri-
bute very litte (<5%) to the total energy as shown by plotting the data in integral for* in Figure 6.

Letittdinal Profile of Z.ergy Flux and Characteristic Energy
Using the summing technique describud in the previous section, the energy flux of precipitating

elect.ons oeacu,,d by Isis 2 has been calculated for each spin cycle over the continuous aurora. The
values .'re plotted against Invariant latitude In Figure 7. Cycle 1 is on the right, cycle 7 on the
left. Note that the precipitating ene.:gy fluxes calculated at 1400 km have been evaluated at the
loss height by multiplying by I/ain

2
50. The metsurements are therefore of electron energy flux

(erg/1c-
2

s) in the ionosphere, A Gaussian curve of 3.2° FWHN has been fitted to the points from
Cycles 2, J, 5, 5, and 7- but it is clear that the high value )f 2.5 erg/cm

2
s obtained during Cycle 4

departs corsiderably frua the Gaussian fit. This was the only cycle over which electron isotropy
wus observed. Although the Gaussian shap? appears to be a regular feature of the energy deposition
asbociated with the continurus aurora, it, and the narrower curve through the peak flux value, are
used hbere primarily for later comparison with the letLudinal distribution of (foEa) 4

.

The characteristic energies ob..ained from the precipitating Maxaellian distributions are plot-
teq in Figure 8. The points represent a determination of a from the two spin scans of each cycle.
The lata points have been fittei with another Gaussian curve, one whit:h has a 3.5' FWHM.

Comparison with tt- Airborne Scunder

During tha flight of 09 Deceuber 194I, ionospheric soundings were made from the aircraft once
each minute with thc. Granger, Moe!. 3905-1 noundar. Eacb measurement required 2

0s to sweep through
:he r.nge 2 to 8 MHz. Further details cuncerning the measmrement of plasma critical frequency foea
aod virtual 'eight h'Ea during Lhis flight =ay be tound in Whalen et al. (1977).

The plasma critiral fre4uvncy is associated with the maximum electron density ne(max) of the
E-layer by the v-ll-ki,ow. rciati'or

S.e aax) - 1.24 x 104 (foEa)
2  (2)

The ion reenmbination rate at E-layer maxlmue is proportional to ne2 (max), hence to (f.Ea)
4
. Sinc¢

equilLbrium can be asaumed, the rates ut ion p,ýoduction and recombination are equalO and (f Ea)
is pr.,prtlunal tO tupe ie produr.'t., rate at ae(mcx). This ion production rate is proportdonal
tc' the toLal 3nergy fl, x deposited by t6.- pr, cipitating particles. This explanation, originally put
for'h by Omholt (1'55) and further "upp-rted by Whalen et a), (1971) and Jones (1974), provwdes the
basib ot the present compnrison oetween tht !sis 2 measurement of incoming particle energy and

the scx-nder measuremento of (foEa)4 are plotted vs. CG latitude in Figure 9. The profile was
ostatned as the aircraitIs CG latitude de.reased from 75' at 0517 UT to 67' at 0700 UT (refer again
to Figure 1); the aurotal-k layrr was obaet.ed be'w.en -74' end -68%. The equatorward part of the
distribution has been fitted with the same curves ceed to fit the particle enerry flux data of Fig-
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ure 7 - the Gaussian of 3.2" FWHM anid the sharper peak. In fitting these curves, an effort has been
made to include on the Gaussian the two points measured between latitudes 70" and 71 since these
were measured coincidently. Points equatorward of 70" fit the distributions well, although it is
clear that the peak in (foEa)

4 
is displaced toward lower latitudes by about half a degree. One

half hour had elapsed between the satellite measurement of peak flux and the aircraft measurement;
and as a later section of this report will show, during this period the continuous auroral form
moved slowly equatorward in the CG latitude. The higher value of (foEa)

4 
above about 71' Is

apparently due to a larger flux there at the earlier time of the aircraft measurement.

In comparing the Gaussian portions of the particle and sounder data (Figures 7 and 9) we find
that the calibration factor is 0.013 erg/cm

2
s ?tHz 4

. This is the multiplication factor for converting
sounder data to precipitating electron energy flux.

Virtual height, h'Es, is expected to correlate with the energy of particles incident on the
atmosphere from above since the depth to which they penetrate and produce maximum ionization depends
on energy. We have already demonstrated that the incident spectra of the continuous aurora are
Maxwellian distributions. The characteristic energy a is the energy of particles at the peak of
such a distribution and provides a natural parameter to compare with virtual height.

We begin by using the virtual height as an estimate of the altitude of maximum ionization
production. Preliminary study indicates Lhat this assumption is reasonable since both virtual
height and the altitude of peak ionization production occur at a height which is roughly 0.8 the
height of the electron density maximum. It is further supported by its success in inferring kinetic
energies of electrons incident on the ionosphere (Whalen et al., 1971).

An ionization production curve for Maxwellian electron spectra incident isotropically on the
auroral atmosphere has been constructed using data from Jones and Rees (1973), Roble and Rees (1977)
and recent calculations by Strickland (private communicationT-. Figure 10 shows the altitude oi
peak ionization production plotted again Haxwellian characteristic energy a . Figure 11 shows a
latitude plot of energies a (h'Ea) obtained from the sounder virtual height measurements and the
curve of Figure 10. Over these points has been graphed the same 3.5* FWHH Gaussian used to fit the
satellite characteristic energies of Figure 8. The approximate fit of the high latitude points to
the same curve displacad by about one degree suggests a temporal increase between 0510 UT and 0610
UT.

Comparing magnitudes of the distributions of Figures 8 and 11 suggeets that the characteristic
energy obtained from the sounder measurements only slightly overestimates the characteristic energy
of the incident electron spectrum. To within less than IOX the sounder measurements of virtual
height therefore provide the characteristic energy of the incident electron spectrum.

MORPHOLOGY OF THE CONTINUOUS AURORA

Gaussian Latitudinal Distribution
The energy flux of the continuous aurora typically has a Gaussian latitudinal distribution

which is observed directly In terms of precipitating particles, and via their effects (n the atmos-
phere by photometric and ionospheric means. Six examples of these measurements are shown in Figure
12 in a plot of energy flux versus CG latitude near midnight. The triangles are particle (electron)
measurements; open circles, photometric; closed circles, ionospheric (foE ).

The Gaussian nature of the distributions, which is independent of the type of measurement,
are dependent on 3 parameters: the maximum value of energy flux, Q max, the latitude of the maximum,

Amax, and the Gaussian scale parameter, a which describes the latitudinal width of the distribu-
tion.

The distribution at highest latitude is the only one that is clearly asymmetric: its poleward
edge can be fit by a Gaussian of o- .68%, however the equatorward edge is truncated much more abrupt-
ly - if Gaussizn, oa-).34. This distdbution records an extremely quiet condition and the asymmetry
may be related to that.

Latitude-Local Time Distributions
A collection of 14 Gaussian distribuLions is shown in a plot of CG latitude vs. CG local time

in Figure 13. Each point marks the location of a measurement of Q max, i.e. A max; the bars denote
1/2 Q max points. Here the x's are derived from ionospheric soundings (foE

4
); the squares, from

precipitating electrons; and the circles, from photometric measurements (open, visible; closed, VUV).

The solid vertical lines extend to the half maxima points of measured latitude distributions
whlch are Gaussian. The dashed vertical lines represent regions of the distribution which were not
measured - their extent assumes that the unmeasured portion is symmetric with the measured part.

420



The solid curve and the two dashed satellite curves represent the results of a statistical
study of ground-based E-layer ionospheric soundings which appear to be consistent in latitude and
local time with the individual instantaneous measurements-

The statistical study of the auroral t-layer using an ensemble of ground-based ionospheric
sounders was performed by Besprozvannaya and Shchuka (1976) who 3tudied a 4 month winter period dur-
ing the ICY. These workers derived contours 

t
n CC latitude-CC LT of frequency of occurrence of the

auroral E layer and of the median fbis. In Figure 13 the solid line is the locus of meximum frequency
of occurrence of auroral E in CC latitude and CC local time for lp of n nnd 1 in 1958. To a good
approximation this maximum frequency of occurrence is described by two arcs of a circle: for the
local time sector which extends from 1600 CCT through ,idnight to 0800 CCT the maximum frequency of
occurrence can be well described by the arc of a circle of radius 19' centerrd about a pole from the
offset location at 85.8' CCL and 00:00 CGT. Thk remaining 8 hours of CCT, through the day sector,
are best described by the arc of a circle of radiuý, 17' CCL centered at 90' CCL. The maxima both of
the frequency of occurrence and of the median ftiE, have the same shape and are taken to be identical
within the uncertainties. The dashed lines are h.f maxima points of the median fbEs

4
.

Offset Pole Reference Frame
The indication that the auroral E layer/continuous aurora is organizes by a frame of reference,

the origin of which is offset from the CG pole, is an important result. A number of other workers
have found other auroral phenomena to be ordered in such a system beginning with Starkev (1969) who
found that the low latitude boundaries of the Feldstein attroral ovals were approximately circles
centered about a pole located at 84.9' CC latitude, and 0O0.8h CCT the radius of which increased
approximately linearly with the magnetic index Q.

Holzworth and Men& (1975) and Peng et al. (1976) found certain quiet auroral arcs detected by
the DHSP satellites to be circles centered at a pole whose mean position was the same that indicated
by the aforementioned ionospheric study. Other workers have also• found that cimilar (but not identi-
cal) offset poles order precipitating particle data.

STRUCTURE AND DYNAMICS OF THE ENTIRE NIGHTTIME CONTINUOUS AURORA

Instantaneous Latitude and Local Time Distributions
The foregoing results that foFar -measures perticle energy flux in the continuous aurora,

that the latitudinal distribution or this energy flux is characteristically Gaussian, and that this
aurora is centered about an offset pole, provide t0e impetus for the description of the entire pattern
of this aurora: the latitudinal profile, the longitudinal distribution of the profile and the dynamics
of this entire pattern. The period described is that of the Case study 9 Dec 1971 and the measure-
.nents are of foEa from the 5 ionospheric sounders shown in Figure 1: Godhavn (GO), Narssarssuaq (NQ),
Churchill (ClH), College (CO) and the aircraft (A/C). Simultaneous measurements, the locations of
which span 12' of CC latitude and nearly 10 hours of CC local time, are crdered by the transformation
of their lucations into the coordinate system of the offset pole located at 85.8' CC latitutde and
OCh CG time.

The latitudinal variation with UT of the 4 ground stitions is shown in Figure 14 which is a
rectangular plot of the latitude with respect to the offset pele, r versus UT. In the offset
reference frame the location of a fixed point in the earth's surface changes in an approximately
sinusoidal manner as a function of UT. A station is at "aximum latitude at CG midnight, (CG latitude
+ 4.2") and minimum at noon, (CG latitude - 4.2'). The trajectories are shown dashed in the day
sector since the statistical results indicate that coorcinate 3yatem whicit organizes the .nt.-lnuous

aurora between 08 and 16 CGT may not be the offset pole. The trajectories differ in phase as a
result of their longitudinal differences, and in baseline latituie as a result of their latitudinal
differences.

As a particular example the positions in rof the stations at 0545 UT are given by Figure 14
as follows: GO, 80.1'; NQ, 71.4', CH 74.4%, CO, 65.7'; AiC (not shown), 76.6%. The value of foEs

4

measure4 at each station is plotted at its corresponding r latitude in Figure 15. Three of the
measurements (NQ, CH and A/C) have been fit b; a Gaussian distribution of 3.2' FWHII, which is the
same as that determined from the ISIS-2 electrons at 0610 UT, and is typical of other cases. No
measurement is available at CO at this time, because foEa is below threshold (i.e. q H.Az). Noce
that the measurement fra GO does not fall on the Gaussian distribution.

Another case is shown in Figure 15 for 0900 UT corresponding to quite different conditions
(GO, 76.7%; CH, 73.8'; CO, 68.6%; NQ, 68'), yet fit by the same Gaussian. Again the highest latitude
point, does not fell on the Gaussian carve. Both this and the 0545 UT time illustrate the general
condition in which the high latitude region is non-Gaussian.
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Both times presented illustrate the situation in which three or more measurements can uniquely
define three parameters: tho Gaussian scal. parameter, maximum energy flux, Qmax, and laritude of the

maximur- F max. At both times the Gaussian FWHM-2.2*; however at 0545 UT Qusax17') MHz and r max-7-.9"
uhile at 0900 UT Qmax-28 4Hz

4 
and r max-71.s. Two measurements, on the other hand, can give Qmax

and r max only If the Gaussian scale parameter is a-sumed. These 2 and 3 measurement determinations
will be identified separately. If only one measurement exists, it sup.plies a lower limit of Qmax

for the Gaussian, but no information about the latitude F max. This case exists at 1045 UT.

The above procedure has been applied to the measurements from the 5 sounders at 15 minute
intervals from 05 UT to 13 UT on 9 Dec 1971. The resulting values of r max and Qmax are plotted in
Figure 1. -ogether with the Auroral E.ectrojet Index. In 23 of these intervals measurements from
3 or more stations are available and so represent cases in which it can be establishel that a

Gaussian latitudinal profile exists and its scale parameter measured. In each of these cases the
Gaussian has seen found to be 3.2* FW1H. These 23 cases are denoted by the larger black dots in the
figure. In 9 of these casea measurements from only 2 stations are available. In these cases the
Gaussian scale FWHM of 3.2" has been assumed, and as a result Qmax and F max can be determined. An
"overall test of th- consiatency of the measurements of the Gaussian scale parameter will be under-
taken in the next section as well as a discussion of the merits of assuming its value where no

measurement is possible.

In Figure 16 the Auroral Electrojet index indicate6 that two isolated substorms occurred,
the f!rst commencing near 03 UT, the second, near 09 UT. During the first substorm the latitudinal
distr•bution could not be resolved since measu:erents were available from only one sounder at the
appr,.riate latitude. Thus the measurements of Q max and r max beginning at 0500 UT record the
aftermath of the first substorm, the period between the two substorms, and the en:ire history of the

second oubsturm.

Q max decreases between 0500 and 0900 UT by a factor of about 5 with some minor fluctuations.
There is an increase which peaks near 0715 UT which may be rela.ed to the perturbation in AE during
that period. r max decreases by about 3" during this same period, which is to say that the radius
or tCe circle centered at the offset ;ole ahich defines the location of Q max increasea by 3'.

The flaga which appear ov two of the points between 06 UT and 07 UT are measurements which exceed

the values of Q max determined for the Gaussian distribution and which are denoted by the black dots.
Apparently there was a departure from the Gaussian distribution observed near local midnight during
this period. This departure was also observed in the ISIS-2 precipitating electron energy fluxes
during this period.

After 090U UT Q max increases by a factor of 25 during the second subetorm and subsequently de-

creases by about the same amount following the substorm. F mex fluctuates during this substorm but
only about +1" overall. The lack of large changes in r max during the substorm is an interesting
result of this study. In addition the changes which occur in Q max and F max appear not be be re-
lated to one another.

During the lacge factor of 9 increase in Qsax between 0915 and 0930 UT, F max remains constant.
On the other hand during the major decrease un F max by 2' between 0955 and 1015 UT, Qmax decreases
by only a factor of 0.2. The decrease in Qmax following tha second substorm is such more rapid than
that which occurred following the first, decreasing by a factor of 10 within the hour between 11:15
and 12:15, then decreasing more slowly thereafter. F max increaqes by - 2.5" between 11:15 and 1300
UT.

.Consistency of Gaussian Function
The Gaussian distribution has been determined in each of the 23 cases when 3 or more stations

provided simultaneous measurements. These are independent determinations which find the Gaussian
to be constant 3.20 FWHM throughout the period considered. It is possible to deacribe the consis-
tency of these indpendent measurements in the following way: each of the v~lues of Q measured
by the individual sounders have been normalized to the value of Q max determined for that case and
the "' max determired for that case redefined as the origin, i.e. Q/Qiax has been plotted versus

F - F max for ea, measured value of Q.

These have been further differentiated as to whether or not they occurred during substorm per-
iode (8 cases) or non-substorm periods (15 cases). Figure 17 is the totality of all the measured
values plotted In this way for the 15 non-substorA cases. The test for consistency in the data as
sk whole is the degree to which the measurements are in agreement with one another. The agreement is
quite good - as a whole the measurements conform quite -ell to the same 3.2 FWHM Gaussian defined in
the individual cas-s and do so dcwn to a factor of about 30 below the peak.
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A similar plot for the substorm cases also appears in Figure 17. For the high latitude half of
the distribution agreement of the measurements with the 3.2" FWKM Gaussian is about as good as in
the non-substorm case. For the low lati~ude, however, agreement exists down to about the half maxi-
mum. Near r - r max - -k.5 the measurements fall below the Gaussian by about a factor of 100, at.
asymmetry which apparently occurs only during the substorm.

As a whole and particulsrly during the non-substorm cases the constancy of the Gaussian distri-
bution is established by the meaaurements at individual times and in combination. The rationale for
assuming that the same Gaussian exists in the q cases where it could not be determined is that there
is no departure from the value in the 70% of the cases where measured; so it is reasonable to assume
the same value in the 30% of the cases where the Gaussian iz not measured.

SUMMARY

We have described the particles which produce the continuous (diffuse) aurora for relatively
quiet conditions in the midnight sector. Electron spectra are Maxwellian at energies above a few
nundred eV. The cha.acteristic energy decreases with latitude poleward and equstorward of the center
of the distribution. Except near the peak, the angular distribution of electrons is not isotropic;
aincreases with pitch angle. Integration over the loss cone results in Maxwellian spect.;m with
a near I keV near the center. Precipitating positive ions (protons) are present at the s&,me lati-

tules as the electrons, although the latitude at which they peak is 1 V lower. They are isotropic
and are approximately Maxwellian with a 's decreasing poleward of the peak ionosphere a" 8 keV). At
this latitude, the positive ions accounted for at least 20% of incident particle energy. Sounder
measurements of virtual height and critical frequency provide quantitative measures of the electron
spectral energy and total energy flux respectivell. The nature of the incident electrons and positive
ions suggests that the continuous aurora and therefore the auroral-E ±ayer represents the low-altitude
termination of the central plasma sheet.

The latitudinal distribution of the auroral-E/continuous aurora energy flux is found by a
variety of measurements -to be characteristically Gaussian. Longitudinally this distribution is
ordered in a frame of reference, which has as its origin, a pole which is offset from the CG pole,
based on statistical studies. These latitudimal and longitudinal prcperties are observed and quan-
titatively determined instaneously by means of simultaneous measurements of foEa by 5 ionospheric
sounders arrayed across 10 hours of CC local time and 12" of C. latitude. E-ch set of simultaneous
measurements, when their loLationt are transformed to the reference frame of the offset pole at 85.8"
CC latitude and 00h CC local time, defines a Gaussian distribution in energy flux of 3.2* FWHM, im-
plying that iso-energy flux contours are circles centered at the offset pole. Such a set of measure-
ments has been analyzed at each 15 minute interval for a continuous period of 8 hours during which
the Gaussian shape remains constant bust the maximum energy flux, Qmax, and the latitude of the maxi-
mum in the offset reference frame undergo considerable variation. As a result of conditions during
this period which range from quiet to substorm, Qmax varies by a factor of 28 overall (between - 0.25
and - 7 ergs/cm2

sec). rmax (hence the radius of the circle which defines Qmax) changes by nearly
5" overall due to effeý:ts which may be both UT and substorm dependent, Two regions depart from the
Gaussian distribution: the first, which appears during quiet conditions, is at latitudes 4' and more
poleward of the maximum where energy flux ib greater than the Gaussian; the second, which appears
during substorm conditions, is at latitudes 2.5* and more equatorward of the maximum where energy
flux is less than the Gaussian. Except for these two departures, the dynamic history of the entirenighttime pattern of the continuous aurora/auroral E layer throughout the 8 hour period is described
by the two parameters, Qmax and r max, of the cingle Gauian distribution.
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FiIGURE CAPTIONS

Figure 1 Aircraft (heavy line) and Isis 2 (do;led) tia.ectories on 09 Dec 191. The Isis 2 passused in this paper is labeled 061G, the unversal time at which it crossed the aircraft
flight path. The ionosphetJc sounder srttons are labeled in bold letters.

Figure 2 Isis 2 SPS electron and nos4 tive ion date tOxbit 3203) beginning at 0605:04 on 09 Dec 71.The continuous (diffuse) aurora extended from aboic - 6"* to 73* INV. LAT. Seven spincycles are labeled above the spectrigrzm for refercnce.

SFigure 3 Electron differential number spectra charecteriitic of the continuous aurora. The spectrataken during spin cycle 5 are Maxwellian. Thn legends refer to the Maxwellian solid curves.

Figure 4 Positive ion (proton) spectrum measured during ..1cle 5. Six spectral measurements withinthe loss cone were averaged to olbtain the spertruu. Quantities in the legend refer to theMaxwellian curve.

Figure 5 Spectrum of precipiLtating electrrons at 1400 kr obtained by integrating individual spectral

elements over nhe loss cone.

Figure 6 Integral spectrum for the data of in Figure 5. Otly 5% cf the electron energy is contained
below 600 eV.

Figure 7 Isis 2 measurements of precipitated energy flux at ionospheric levels vs. invariant lati-
tude. The lower solid curv? is a Gaussian of 3.2' FWHM.

SFigure 8 Isis 2 measurements of Maxwellian characteristic euergy a vs. invariant latitude. Thesolid curve is a Gaussian of 3.5* FWHM.

Figure 9 Aircraft sounder measurements of (foEa) 4 
firted with the solid curves of Figure 7, the 3.2*

FWHM Gaussian plus the sharper peak.

Fgure 10 Altitude of peak ionization prGduction rate for electrons with a Maxwellian spectrum of
characteristic energy oat isotropic incidence. Points are 1rom Jones and Rees (1973),Roble and Rees (1977), and D. Strickland (private communication).

Figure II Latitudinal distributien of a ýh'Ea) obtained from sourner measurements of ;,'Ea and the
iohization production curve of Figure I0. The points are fitted with the same Gaussianof 3.5" FWHM used to fit the particle cxwracteristic energies of Figure 8.

Figure 12 Gaussian latitudinal distributions of pr-cipitdtcd encgy flx in the continuous aurora
near midnight. Triangles are precipitating particles (electrons). Open circles are de-
rived from photometric measurements, closed circles, Zrom ionospheric soundings.

Figure 13 Local time distribution of: (a) instantaneous measurements of Gaussian latitudinal dis-
tributions of precipitated energy flux in the continuous aurora (p-ints), and (b) statis-
tical determination of maximum occurrence of auroral E (solid line).

Figure 14 Latitudinal variation with UT of the ground-based ionospheric sounders in the offset pole
frame of reference.

Figure 15 Energy flux Q derived from aurtral E critical frzquencies plotted versus r ,latitude inthe offset pole reference frame. The simulrsneoris medscremen's by the ionospheric soundersconform to the Gaussian distributioi; in thie reference fraae even though the location of"the sounders are separated by as a-ch as 10 hours of CC lc.al time. AT 0545 UT themeasurements are from (in order of increasing latitude) NQ, CP, A/C, GO. At 0900 UT, NQ,
CO, CH, and GO.

Figure 16 Variation with UT of the Gaussiar. xatitudinal diitrioutxon of enei~g flux in the continuousaurora m-easured by the array of ioraspheric sounders as defined in the coordinates of the
offset pole frame of reference, lop: rwm.x, latitude of the maximum energy flux, Center:
Qmax, maximum energy flux, and Bottomo Auroral electrojet index.

Figure 17 Totality of measurements on 9 Dec 71 tihere 3 -r wore stazionq permit the determination ofGaussian scale parameter. Individual distributiora have been normalizpd and shifted tocommon origin to define the ltiLtudinal distritution fr.a the data as a whole. Gausoiansof 3.2" FWHMI are the solid curves. Two conditions are plotted separately. Left: Ncn-
Subatorm (15 cases), Right: Substorm (8 cases).
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ABSTRACT

Large scele density irregularities in the nighttime auroral zone F-region are
rcutinely detected by a pair of pulsed plasma probes on the S3-4 satellite. The
absolute density variations can be as large as an order of magnitude and in the
case of a quiet diffuse aurora, the irregularities appear to be consistent with the
sheet-like structures that have been postulated to explain high latitude scin-
tillation enhancements. In a more dynamic situation, which we believe to be a
surging aurora, the density variations may be associated with a density gradient-
and/or current-driven plasma instability. We have made prelimi,.ary analyses of the
density fluctuations and FFT power spectra for evidence of characteristic scale
sizes and power law dependence. Scale sizes from 10-300 km are clearly evident in
the irregularities; power law fits to the spectra have spectral indices in the
range -1.5 to -1.7. For the diffuse aurora our results suggest support for a
recent numerical study of the nonlinear evolution of the current convective in-
stability.

INTRODUCTION

The polar regions of the earth's ionosphere are known to exhibit a wiie range
cf plasr.. kinetic interactions that are very dynamic and complex. The plasma
kinetic processes have interaction scale sizes that range from the order of auroral
longitudinal dimensions down to particle gyroradii. Although the phenomenology and
morphology of auroral processes are well known, the physical mechanisms are not
well understood. Plasma density irregularities in the auroral F-region have been
detected through ground-based scintillation observations (Aarons, 1973; Fremouw et
al., 1977; Buchau et al., 1978; Rino et al., 1978), satellile measurements (McClure
and Hanson, 1973; Dyson et al., 1974; Sagalyn et al., 1974; Phelps and Sagalyn,
1976; Clark and Raitt, 1976; Weber and Buchau, 1981), and rocket observations
(Kelley et al., 1980). Several physical mechanisms have been suggested to explain
the high latitude irregularities. A zecent review (Fejer ana Kelley, 1980) lists
three general sources of the irregularities: 1) particle production (especially by

* low energy precipitating electrons), 2) electrostatic turbulence, and 3) plasma
instabilities. Except in extremely simple situations, it is likely that all three
mechanisms will contribute to the spectrum of irregularities.

In this report we will examine two cases of high latitude measurements of
electron density irregularities obtained in tne nightside auroral F-region with the
pulsed plasma probe experiment on the STP/S3-4 satellite. These two cases suggest
the importance of plasma instabilities associated with particle precipitation, i.e,

*• field-aligned currents, and illustrate the variety of density irregularities en-
countered at high latitudes. The first observation we discuss is that aszociated
with a quiescent aurora, ii which the structure of density irregularities is
relatively well defined on several scale lengths, from 10 km to about 300 km.
These scale lengths are significant for some recent theoretical studies on the
applicability of the current convective instability in diffuse auroras. The second
observation we discuss wa3 obtained during a more lynamic state of the aurora and
serves to illustrate some of the complexity associated with possible gradient-
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and/or current-driven plasma instabilities in diecrete auroras.

I-MFZ5•UREWFNTS AND ANALYSIS

Plasma Dersaity Meaeurements

ila polar-orbiting STr/S3-4 satellite is irstxumented with a pair of pulsed-
pilasma-probes that allow high resolution rsasurements of electron density N e
:empezatur Te, density fluctuation power spectra PN (k), plasma potentia. V'eV

"and variations in the meap ion mass 6M.'M [Szuszczeticz et al., 19811. We briefly
review the experimental operation onlyI foi the particular dcta mode of interest
here. In the low-ddta-7atc mode, the dodble probe sys+em sampled eleztron- and
ion-- saturation crrei-ts simultaneously at 100 samples s-1. Under conditions if
fixed-payload potential ,nd itable velocity-field and magretic-field aspect (see
e.g., Szuszcze"'z7 and Takac, 1979). the density N and density flictuation CNe are
directly proportional to the probi bati,rrtOon cu:.-elt Ie and is flnictuaticna
T fe. The STP/S3-4 sAtellite jani in a sun synchronous orbit with an inclination

ofe96.50 and crossed tha equatorial planG at lonal times cf 2230 and 1030. The
altitude ranged from 160 to 260 km. In the ,xsjussion below of irregularity s'.al1
lengths, we will use an average spacecraft velocity of 8 km s- 1 to convert time
variations to spatial variations, using AL=v.t, where AL is the 5patial length, v
is the spacecraft velocity, and At is the saw~pled ti..i) interval.

Quiescent Avrora

About five minutes of saturation :urrents, I a'd I., obtained on or 0t 1,0
are shown in Figure 1. These measurements were obýained 'in the night sidc aurorai
F-region over the south pole at an altitude of 260 km with t rpacecraft moving
from the south polar cap region toward the nightside equator (lef': to right in
Figure 1). The probe currents clearly show that i-regularities wero detected on
both electron and ica probes. The detailed tracking of one probe by tne other
indicates that the probe system was working properly and that the irregularities
were due primarily to variations in the ambient electron and ion densities and not
the result of secondary effects such as changing spacecraft potentiaj, aspect
sensitivity, etc. In this preliminary report, only the electron density irregu-
larities will be discussed, and we simply note the correlative behavior of the ion
density irregularities.

The large depletion in electron density (almost an order of magnitude)
centered at 1840 UT corresponds to a diffuse aurora. The geomagnetic Kp index for
the period of this measurement was 1+, indicating relatively quiescent auroral
conditions. The ion density shows a similar depl,,tion. Both the electron and ion
depletirns extend over a time interval of about 25, s, corresponding to a distance
cf about 200 km along the approximately south-north direction of spacecraft motion.
This aurora was also detected by Huffman et al. (1980) with the vacuum ultraviolet
(NUV) experiment on board the same spacecraft. A detailed comparison of the density
measurements in Figure 1 with the VUV measurements (Fig. 15 in Huffman et al.)
indicates that a good correlation exists. A few discrete arcs detected by the VUV
measurement in the time interval 1839-1840 UT appear to be correlated with some of
the density structure. Squatorward (to the right) of the large depletion, the
electron density shows a relative enhancement with a scale length of about 300 km.

A more detailed plot of the electron density depletion of Figure-1 and its
contiguoas domains is shown in ?igure 2. (The expanded interval is indicated by the
arrows above the electzon current Lrace in Figure 1.) In this plot every data point
sampled at 100 s is shown and the density scale on the left of the figure is
approxL-nate. Witnin the depletion at least three well-defined density variations
with nearly periodic behavior are indicated. Assuming the auroral structure to be
relatively stable, the width of the three density structures along the spacecraft
trajectory is about 20 km and the large scale depletion has a width of about 200 km.
On either side of the large scale depletion the density irregularities generally
appear to hav% high and low frequency components with the low frequency components
having scale widths comparable t3 the widths of -She density structures within the
depleticn, i.e., about 20 km.
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Th2 Past Fovriar Transform (FFT) power spectrum of the density irregularities
( in each of three intervals Are shown in the insets to Figure 2. The data time

interval over which the FFT was calculated is indicated below each spectrum. The
Kyquist frequency for each spectrum is 6.25 Hz, corresponding to a minimum scale
I ze of about 0.6 ksL. Zach spectrum is normalized to the maximum power calculated
from the FFT. The straight line drawn through each spectrum is the least-squares
pxwox law P=Fo0f , where P/P is the normalized power, f is the frequency, and n is
the spectral inruex. The 0 spectra are calculated without smoothing, except for the
re•,oval of the lowest frequency (DC) component by applying a linear detrend.

The first nwer spectrum (on the left) suggests a k-dependence of k-1.48
where k - 2i/X is the wnave number and X is the wavelength of the spatial irregu-
larity. The value of th3 index is consistent with previous reports (Dyson et al.,
1974; Saza]yn et al., 1974; Phelps and Sagalyn, 1976; Kelley et al., 1980) on high
latitue irzcegularities where scale sizas from less than 1 km up to 200 km have been
considered, In the second power spectrum, taken within the large scale depletion,
the spectral index implies a k1'~5 8 variation in spatial irregularity. The low
ETeguency spectral range 0.1-0.3 Hz corresponds to the well-defined structures of
about 20 km half-width. in the density-vs-time plot. The spectral power in the 20-
km structures inside the large density depletion is about three times greater than
the power in similar scale size structures outside the depletion, a fact not obvious
in the power spectra because of the normalization. The third power spectrum shows a
powei ldw dependence with a spectral index of -1.69.

iLn examination of the density-ve-time plot of Figure 2 shows that approximately
20-km scale size structures are clearly evident both inside and outside the large
depletion- A possible source of these 20-km density irregularities is suggested by
recent theoretical studies on the current convective instability in diffuse auroras
(O3sakow and Chaturvedi, 1979; Keskinen et al., 1980; Huba and Ossakow, 198C). The
current con%3ctive instability is proposed as a mechanism for generating large scale
(N 10-50 km) density irregularities in the diffuse auroral F-region. The current
convective instability may thus provide an explanation for the sheet-like density
irregularities that have been detected by Fremouw et al. (1977) and Rino et al.
(1978) in their analysis of enhanced scintillations at auroral latitudes. In a
numerical analysis, Keskinen et al., (IOP0) considered the nonlinear evolution of
the current convective instability with an initial density gradient scale size of
50 km. They obtained a spectrum, of irregularities with a spectral index of -1.7 in
the north-soz'th direction. This scale size and spectral index are similar to the
scale lengths and to the spectral indices shown in Fiure 2. Thus we suggest that
the observations provide experimental support for the current convective instability
as a possible mechanism for the density irregularities associated with the diffuse
aurora.

Dynamio Aurora

The plasma probe measurements of Figure 3 illustrate the case of a dynamic
aurora observed on orbit 244 in the southern night-side auroral F-region. The K
index for this period was 3+, indicating that moderately active geomagnetic P
perturbations were occurring. As in Figure 1, the electron and ion saturation
currents were sampled in the low-data-rate mode (100 s 1). The two currents track
each other very well so that we are confident of proper measurements directly
proportional to the ambient plasma density. The outstanding features of the density
measurements in Figure 3 are the sharp transition in density occurring at about
1915:15 UT and the large peak-to-peak variations between 1916 and 1917 UT. The sharp
transition in density is more apparent in the electron current than in the ion
current because of noise interference occurring in the ion probe before about
1915:10 UT. A detailed comparison of tlo ao currents shows that the transition
itself is unaffected by the noise and the two currents track each other almost
exactly within the transition.

A detailed plot of the electron current in the time interval indicated by the
arrows in Figure 3 is shown in Figure 4 with an approximate density scale to the
left. The sharp transition begins at about 1915:17 UT and consists of large
irregular oscillations cver the transition width of abcut 1.5 s, The density jump
associated with the transition is about a factor of 4. Immediately behind the
transition there are at least four distinct oscillations with an average period
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about 2 s. These oscillations seem Lo decay exponentially, as indicated by the
dashed line (on a log scale, an exponential curve will appear as a straight line).
The VUV cbservations on the some spacecraft indicate that auroral emissions were
detected at the same *ima the density transition occurred (R.E. Huffman, private
communication) suggesting that the density iump is associated with a discrete
auroral arc. rhe observation of a ahard transition suggests that a moving boundary
has been detected and we conclude that the density jump is associated with the
surge of an auroral arc. The surge direction cannot actua±ly be determined from
our 3bse:vations; generally the movement is westward and poleward (Akasofu, 1968).
The sharp transition in density implies that gradient-driven plasma instabilities
are likely to occur; with our interpretation of a surging auroral arc, the decaying
oscillations behind the denbity jump would represent spatial oscillations left
behind by thp movement of the source of instabilicy, the surge front. The electron
density increase by a factor of 4 across the surge front probably results from the
enhanced ionization due to precipitating particles. Similar ionization enhancements
of the F-layer associatud with discrete auroral arcs have been observed with iono-
sgheric soinders (Pike et al., 1297). The sirge front very likely has field-
alig.ied currents associate'& with it (Iijima ana Potemra, 1978), so that current-
driven plasma instabilitirs are also lixely to be present and may contribute to the
den•±ty oscillations. It is po.sivle that the large and irregular variations seen
at lacer times (after 1915:55 UT) elso may have had their origin in the surge of
the auroral arc. If the irreqular density structures behind the surge front are
quasi-staticnar, then a wide rngq of scale lengths is evident, from about 4 km to
70 km and longer. In contrast, the region ahead of 'he surge front has a distinctly
different appearance, with on~y low amplitude, high frequency variations. This
region ahead of the surge front may be a relative±y quiescent ionosphere about to
be perturbed by the surging auroral arc. The different character of the irregulari-
ties on eithet si0e cf the de-nsity jump that we have identified as a surging
aurorai arc is additional evidence tlat the density jump is a dynamic transition
betwee,. two states of the F-region ionosphere.

The power spectra for thLee time intervals are also shown in Figure 4. Just
ahead of the density jump the spectrum. of the irregularities shows that the slope
of the least-squares piwer la- is relatively ilat, suggesting that thermal fluctu-
ations dominate '-he spectrum and the ionosphere is in a quiescent state. The
spectrum immediately behind the density jump shows a power law with steeper slope,
indicating the presence of enhanced power at low frequencies. The well-defined
decaying usciliaticns behind the density jump appear in the spectrum as the com-
ponent zentered on a frequency of about 0.3 Hz. Under the assumption that they are
spatial variations, these csc'illations have a scale length of about 10 km. The
spectral index n = -1.66 for the second spectrum in Figure 4 is nearly identical to
one of the spectra in Figure 2. This near-equality suggests that similar transfer
1;rocesses in spectral energy may be involved. (We note, however, that a specific
spectral index does not uniquely define an instability process.) The third spec-
trum in Figure 4 cojrresponds to the region of large peak-to-peak variations. The
spectrum clearly shows the predominance of structart, in the range 0.1-1.0 Hz (40-
4 km). The spectral index is near -2, possibly due to the presence of steep edges
in the irregularities.

CONCLUDING COGI14E!:TS

The avrora-ielated F-region density irreguAlarities discussed in this report
illustrate the variety of plasma kinetic processes that are involved in high
latitude ionospheric effects. Our study of the density irregularities is in a
preliminary etage, and we expect that new and significant results will be forth-
coming as the study advances. It is already obvious from an initial survey of
available satellite data that aurora-relited effects are detected outside the
average auroral boundaries, i.e., both at higher and lower latitudes. Since the
high latit'ide region is dir'xctly associated with magnetosphere-ionosphere ccupling
processes, we anticipate that the analysis of the ionospheric density irregulari-
ties I'. regions such as the polar cusp will address problems of global importance.
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FIGURE 7. The electron and ion currents sampled in the nightside auroral F-region
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CFIGURE . A:, expanded time-scale plot of electron. densit!" irr•gulaprties in the
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dependence of the least-squares power law. :zequency f is direc,:lV
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ABSTRACr

Satellite oorne in-situ measurements of irregularity amplitude have been very useful in provi-
ding the general features of tie global F-region irregularity morphology. Thus, the conflicting
equ;.toiial scint;llation observations obtained from greatly separated ground stations could be organ-
ized in the framework of a longitudinal variation of irregularity occ-rrence. Similarly, for the

current study, high inclination satellite data have been utilized to delineate the essential morphol-
ogical features of the polar cap irregularity environment. The lack of a significant diurnal and
magnetic control of the irregularity morphology within the low solar flux northern winter polar cap
(A > 80*N) distingiiishes this region from the auroral oval reaime. Scintillation results from a
p.lar cap station during the winter season in years of high and low solar flux can be explained oo

the basis of in-situ observations of irregularity amplitude coupled with the variation of ambient
density. A polar orbiting communication system sensitive to phase perturbations may observe large
differences in the phase to amplitude scintillation ratio as it traverses through the auroral oval
(with its possible magnetic E-W sheet-like irregularity anisotropy) and into the polar cap with its
son-aligred arc system. The current status of sciitillation medelling is such that information on
the gross variations of the electron density deviation and anisotropy seem to be more important than
sibtle changes of irregularity spectrul. and layer thickness.

I. INTRODUCTION

Ground-Lased measurements over two decades have established the broad morphological features of
three major scinti!iation regionb, two covering the auroral ovals and polar caps and the thLrd one
approximately centeed on the magnetic aquater (Aarons, 1575). However, the detailed morphology has
remained unknown because of some obvious handicaps, namely, the limited number of ground stations,
the unavrilablity of suitable sources of VHr-UHF transmissions at certain cngitudes and the exis-
tence of large ocean surfaces. Satellites carrying out in-situ observatlnns of irregu;arity para-
meters present a viable alternative for mapping the irregularity morpholo, at both high and low lat-
itudes. While only the high latitude morphology was studied by Dyson (1969) and 5agalyn et al.
(1974), Clark and Raitt (1976) studied global irregularity morphology over an eighteen-month period.
Basu et al. (1976) and Basu and Basu (1980) confined their attention to equatorial morphology only.
However their major objective was to convert tho observed irregularity morphology into estimated
phase and amplitude scintillation models using other realistic model parameters. The resulting

mode:s showed in a rather dramatic fashion the longitudinal control of equatorial scintillations
durinq the solstices. Apparently conflicting ground-based scintillation data from far-flung
stations (Taur, 1973; Aarons, 1977) could ,cadily be fitted into the rynoptic picture of the world-
wide eqLatorial stintillation occurrence Dattern that emerged from the in-situ da'a,

SThe availcbility of data from the AE-D satellite with its inclination of 90 provided an ideal
platform for the extension of such modelling efforts to the high latitude environment. Since little
scintillation data is evailable from polar cap stations (Aarons et al., 1981) the in-situ model would
be acle to provide much needed information for global scintillation modelling efforts such as under-

taken iy Fremnouw et al. (1980). Unfortunately, most of the AE-D data base is limite~d to a 3-month
period a-ound !he northern winter solstice during 1975-76. Thus the model will be appropriate for
nc-them winter under sunspot minimum condiLions. Tha paucity of the data also prevents us from
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studying the seasonal-cum-longitudinal behavior of auroral scintillationis discussed earlier by
Basu (1975) and Basu and Aarons (1980).

2. MODEl. DEVELOPMENT

"The ion-drift-meter data obtained from the AE-D satellite have been used for the modelling
effort. The drift meter provides the ion density (or electron deiisity for charge neutrality) every
1/16 sec ('v500 m) along the orbital track as a function of position dnd magnetic local time of the
satellite as shown by the soiid line in Figure . which represents a typical AE-D pass throdgh the
noontime cusp, polar cap and nighttime auroral oval regiors, From these samplings the rms irregular-
ity amplitude AN/N is computed over 3 secs of data (approximately 20 km of path length perpendicular
to the magnetic field) at intervals of 8 secs as shown by the open circles. The first object of the
modelling process is to determine the average irregularity amplitude as a function of maqnetic acti-
vlty, invariant latitude, dnd magnetic local ti•i'-. "he irregularity amplitude may be a function of
altitude so that separate grouoings of the data were made as a functitni af satellite altitude as
well.,

The next step is to convert the observed morphology into an estimated model of phase and ampli-
tude scintillations. Scintil;ations are, of cuurse, proportional to the integrated electron dens'ty
deviation along the ray path (Rufrnach, 1975). In order to estimate this a mode! of the ambient
density N and irregularity layer thickness L are% necessary. We further assumed that for propagatior
studies where only the total integrated effect along the ray path is conside-ed, it is probably
quite realistic to assume that the irregularity layer thickness is the same as the slab thickness of
the ionosphere under similar geophysical conditions. The ITS-78 model (Llewellyn and Bent, 1973)
with suitable updatin• for sunspot cycle and season was used to determine N and L values as a func-
tion of position and local time, Combining the observed rms AN/N vclues with N derived above the
mc-phology of AN was obtained.

In the framework of diffraction theory under the limit of weak scattering, the irregularity mor-
phology c3n be translated into models of phase and amplitude scintillations. The ýquations for the
determination of oG, the phase variance, and S4, the second central moment of intensity are taken
from Riko (1979). Rino (1979) derived the equations for a variable .hree-dimensional spectral index
p of the iregula'itias. however, the equations take on a simplified form if p is assumed to be 4
which was the most commonly observed spectral index by in-situ techniques (Dyson et a;., ';

Phelps and Sagalyn 1976). W;th p-4, these equaticns are

- I = 2953 (r X) (L sec 0) G Cs (VeffT) 2

(1)
S1 (r- ) (L sec 6) Cs (- sec -) Fre) 4• F

where
re - classical radius of the electron (2.8 x I0-15 m)

X - radio wavelength
L - irregularity layer thickness
0 - ionospheric zenith angle

Cs - strength of turbuleice - 2 
3
<AN>

2

Ao - outer scale ("'20 km, determined by -La interval)
G,F - geometrical parameters for fielG aligned irregularities

z - reduced distance of center of erregulatity liyer
veff - effective scan velocity

- detreno interval

It is important to note in the above equations that in a power law environment with a large
outer scale, the data segment over which the rams AN/N is computed effect~vely sets an o'Lter scdle for
modelling purposes. The strength of turbulence Cs will thus also depend on the length of the data
segient used. Further, while the S4 index can bn uniquely determined in terms of Irregularity and
anisotropy parameters, the phase scintillation also depends oi the detrend interval over which the
phase variance is computed and the effective scan velccity of the ray path ac.nss the iso-correloids
of electron density. For this modelling effort we considered a detrend ir.terval of i0 s-cs to make
the result, corpatible with those of the Wideband satellite (Fremojw et al., !978). For the detzr-
mination of the effective scan velocity we considered a simple orbital qeometrv sho' 1 in Figure 2.
The satellite beacon was assumed to be orbiting in the magnetic meridian plane at an altitude
of 1000 km. The projected velocity at F region heights was considered to be 3 km sece- in the mag-
netic N-S direction with no component of velocity in the magne*l.ý E-W direction. The r delling was
done for an overhead geometry. Three kinds of lrr!qularity anisotfopies were conside-ed. In the
righttime auroral oval magnetic L-sheil aligned E-W sheets were used (Martin and Aarons,
1977; Rino et al., 1978) while in the daftime sub-aurorai region field-aligned rods were used
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(F-emouw et a]., 1980) in keeping with earlier experimental observations. However, no data exists
on anisotropy characteristics either in the daytime auroral oval or in the entire polar cap region.
Considering the nature of the arc system (Shepherd, 1979), we made tne assumption that in the day-
time auroral oval the irregularity anisotropy is also in the form of E-W sheets whereas in the polar
cap the sun-aligned arc system (Lassen, 1979; Weber and Buchau, 1981) could be associated with N-S
sheets. In Section 4, we shall present some results of phase and amplituce scintillation modelling
based on such composite irregularity characteristics.

"3. HIGH-LATITUDE IRREGULARITY MCRPHOLOGY

In Figure 3a, we show the average irregularity moroiology observed in the Northern Hemisphere
as a function of invariant latitude and magnetic local time for quiet magnetic conditions (Kp < 3.5)
obtained between October 22 - December 31, 1975. The irregularity map was obtained by sorting the
Pe-D data of rws AN/N (expressed as a percentage) in 5* wide invariant latitude and b nour magnetic
local time boxes and determining the average value of AN/N. The 800-90o invariant latitude ranGe
was combined into one box. For Figure 3a, the data was confined to the time periods whpn AF-n %V..
between 200-400 km while Figure 3b shows the morphology when AE-D was above 400 km alt'tude. The
highest altitude attai.ied by AE-D was approximately 1400 km so thal Figure 3b represent- the altitude
range between 400-1400 km,

The most striking difference between Figures '3a and b is the difference in irregularity ampli-

tudes in the nighttime auroral oval. In this region (65-80°A latitude! the high altitule data shows
mLch larger amplitudes while in the polar cap region of open field l;nss (>80' A) the irregularity
amplitudes seer. to be iidependent of altitude. The diurnal variation within the polar cap is quite
small with the largest irregularities being oFserved at midday and smallest at midnight. The sharp
irregularity boundcry at 75°A at the equatorward edge of the cusp in the noon sector is another
noteworthy feature of these two maps. In addition, the high altitude data shows an asymmetry be-
tween the morning and afternoon sectors of the cusp w:ith the morning sector irregularities being
larger. Figure 3b is remarkably similar to the map of small scale transverse magnetic disturbances
determined by the Triad satellite at 800 km altitude (Saflekos et al., 1978) if we keep in mind the
differences in the way the data were sorted in each study.

A The irregularity morphology observed during disturbed magnetic conditions (Kp > 3.5) is shown

in Figure 3c Because of the sialier amount of data, an altitude saparation was not feasible. The
ni-qh-time auroral )val shows a pronounced broadening. However irregularity amplitudes do not attain
the large values observed in Figure 3b probably because of both altitudinal and latitudinal smearing.
There is a definite eqiatorward motion of both the nighttime auroral oval and the dayside cusp.

4 4. MODEL OF PHASE AND AAPLITUDE SCINTILLATIONS

As mentioned in Section 2, the observed morpholog, of rms AN/N in the high latitude reqion can
be converted to equivalent phase and amplitude scintillation models by using a model of maximum F-
region oensities to obtain the mannitude of AN. iigures 4A and B show maps of electron density
deviation AN cienerated by combining rne irc-78 model of densities for the sunspot conditions per-
taining to November and December, 1975 with the irregularity amplitudes obtained in tre AE-D stud/
presented in Section 3. Figure 4 a was determined by combining all the data used in the preparation
of Figures 3a and b with the density model while Figure 4b was obtained from Figure 3c and the den-
sity model.

The point to note from Figure 4a is the persistence (even in AN) of most of the features foLnd
in AN/N. Thus the polar cap still shows a relatively small diurnal jariation with the maximum
electron density deviation be~ng observed in the daytime. The c-sp is a region of high AN whie the
nightside auroral oval expectedly snows much larger e:ectron density deviations than observed at the
came latitudes in the daytime.

Fo!lo~ing the drocedire outlined in Section 2, Figure 4a is converted into models of o and S4
by using a composite of three different types of irregularity anisotropy in various ýectors of nhe
high latitude region. Only the low Kp data set is used for scintillation models hecause oF the
better data coverage. The assumed fnri of the irregularity anisotropy in the different MLT and in-
varant lat'tude ýectors are as follows. E-W sheets (10;10:1 with larger dimensions along the field
and in the magnet;, E-W direction) have been assumed over the nighttime and daytime auroral ovals
(60-*odOA ]at between 18 M4LT to C6 MLT and 75°-80*A lat between 06 MLT to 18 MLT)- Over the polar

* cap also, E-W •hets have been assjmed except for the noontime and midnight sectois (10-14 ALT and
22-02 MLT) where N-S shects (10:10:1 with larger dimensions along the field and in the magnetic N-S

i'ection) Are considered. In the sub-auroral region (60°-75°A )at bet.4een 06-18 MLT) irreou!afi-
t,zs in the form of field-aligned rods (witi iO:l "atio) have been assumed. As out-ned in Section
2 the irregularity lav r thickness his heen derived from thu slab thickness obtained from ITS-78.
These vauts usually rage between 200 and 250 km.
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Figure 5a shows the resultant model for amplitude scintillation index (S4) at 137 MHz under
ove'rhaad propagation conditions. The non-unifor. scaling of AN values shown in Figure 4a to S4 index
in Figure 5a arises from variations in the form of anisotropy and magnetic dip. The model developed
for sunspot minimum conditions yields values of S4 < 0.5 which thus conform to the weak scatter limit.

The model of rms phase deviation, shown in Figure 5b, corresponds to the reception of 137 MHz
signal on the ground from a beacon satellite orbiting in the magnetic meridian plane, with a scan

*velocity of 3 km/sec at F region heights. The detrend interval for rms phase deviation has been
chosen to be 10 sec. It should be noted that in the presence of irregularity anisotropy the rms
phase deviation is not only dictated by the electron density deviation (AN) but is markedly controlled
by the scan velocity w;th respect to the irregularity axes. In the present model, thl scan velocity
of the satellite has been considered to br very large compared to the irregularity drift. However,
in the reneral case, the scan velocity of the ray path relative to the irregularity motion needs to
be considcred. From Figure 5b, the marked effect of the anisotropy with respect to the satellite
motion mdy be noted. For the assumed alignment of the orbital track with the magnetic meridian, the
rms phase deviation (o ) is accentuated in regions where the anisotropy is in the form of E-W sheets.
For example, the nigh levels of oa in the daytime cusp region arises not only from high AN values in
this region but ;s dje to the N-S orbital motion in a region where the irregularity anisotropy is
assumed to be ir the form of E-W sheets.. This is again demonstrated in the polar cap where 'he a4
values are deemphasized in the noon and midnight sectors where N-S sheets are considered and 3re
accentuated in the afternoon and post-midnight sectors where E-W sheets have been assumed to exist.
From an observational standpoint, the form of the anisotropy can thus be obtained from the ratio of
o€ and S4 (Fremouw, 1980). For a satellite orbiting in .-,e magnetic meridian, this ratio (oO/S4) is
largest where E-W sheets occur, intermediate where the anisotropy is in the form of magnetic field
aligned rods and is minimum where N-S sheets exist.

In Figures 6a and 6b, models for S4 and oa at 250 MHz are shown for identical forms of irregular-
ity anisotropy and constraints of satellite orbit. As is to be expected, the general patterns are
similar to those of Figures 5a and 5b with the values of oý and S4 reduced at the higher frequency if,
accordance with the frequency scaling laws appropriate for a 3-dimensional irregularity spectral index
of 4.

5. COMPARISON WITH SCINiLILATION DATA

To determine the effectiveness of the in-situ modelling process presented in the last section,
it is important to compare the model with actual g-ound-based scintillation data. A suitable data
base for the comparison with Figure 5a was available at the Air Force Geophysics Laboratory. This
was the Narssa'ssuaq ATS-3 scintillation data obtained during the winter of 1975-76 for which the
ionospheric intersection point was 64WA. This data formed part of the high latitude morphology
published earlier (Basu ad Aarons, 1980) and is shown in Figure 7a for quiet magnetic conditions.
Little ciurnal variation is observed with maximum S4 observed being .22 near midnight. Now "F the
geometrical factor for ATS-3 obse-vations at 200 elevation is computed for E-W sheets with axial
ratios of 10:10:1 and compared with the overheaW geometrical factor at the same location for the same
anisoltopy then a factor of 2.6 enhancement is outzined at the low elevation angle point, (hus the
r,;ghttime values shown in Figu,e 7a when scaled dowi, by a factor of 2.6 are found to be quite consis-
tent with the modeled values close to 0.1. Similar argtments are true for the daytime values.

Rino and Matthews (1980) in their Figure 10 have shown the median S4 valucs at 137 MHz as a
funct;on o; magnetic latitude for the winter of 1976-77 obtained with the Wideband satellite in the
nighttime auroral reoion. Our model was done for the winter of 1975-76 but the -unspot numbers
during the two succeeding winters were quite simila-. There is good agreement between the model and
scintillation observations if one disregards the geometrical enhancement region of the W deband satel-
lile data., The phase scintillation is more difficult to compare because of the idcalized orbit chosen
for tht study.

Io the .olar cap little data is available for comparison. The only available data d.ring quiet
susnpot years is at 250 MHz f-om Thule, Greenland for the period August-October, 1975. The subio'o-
spheric latitude coverage is 82'-90* CG latitude. Even though the geometrical factors are not
accurately known for this data set (Aarons et a:., 1981) and the periods do not match exactly with
the model, we exhibit the S4 indices obtained at Thule in Figure 7b to show that the modelled values
of 9.15 to 0.2 in the polar cap are at least of the right, order of magnitude as the data.

6. CONCLUSIONS

Tne satellit• in-situ irregularity measurements provide a direct measurement of electron density
deviation (AN) paramete, which can be used to derive models for amplitude and phase scintiilations.In view of the insufficient coverage of g-ound scintillation observations caused by either the

absence of suitable ground locations or sate lites, the usefulness of in-situ probing w;th unlimited
latitude ana longitude coverage cannot be overemphasized. The evaluations made in the previous
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section show that scintillation models based on the quantitative measure of electron density devia-
tion (LN) by satellites at high lat

7
tudes provide reallst'c estimates. They also provide a synoptic

picture over the northern polar cap which is almost impossible to achieve with ground-based measure-
ments. We have thus been able to provide models of both equatorial and high latitude amplitude and
phase scintillations from in-situ data.

it should, however, be wentioned that our current efforts are based on satellites whose primary
functiors was not concerned with irregularity measurements at F region heights for scintillation
modelling. As such, the restrictions imposed on "ateflite attitude, time of transit, etc., limited
this data base. A dedicated satellite performing such measurements at F-region =ititudes with suit-
able orbital characteristics will be an ideai vehicle for the development of a world-wide model of
phase ar,d amplitude scintillations.
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Figure I. •on concentration and irregularity amplitude (open circles) obtained by the ion drift

ms.ter on AE-D satellite. The altitude (ALT), longitude (LONG) and invariant latitude
(INV. LAT.) of the satellite as a function of magnetic local time (NLT) and universal
time (UT) are indicated on the diagran
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/ iT_:Figure 2. The idealized orbital geometry of the satellite and the irregularity anisotropy
*~~l considered in *.he model are illustrated.
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Figure 4a. Morphology of electron densitX Figure 4b. Same as in Figure 4a for magnetically
deviation (AN) ýn units of 10ý m 3  

disturbed conditions.
under magnetically quiet conditions.

S4  137 MHz oa(rod) 137MHz

Kp<35 Kp<35

COMPOSITE ANISOTROPY COMPOSITE ANISOTROPY
MODEL MODEL

12 kiLT 12MLT

400

l / ~ Figure 5a. Model of intensity sc'intillation ($4•) riguie 5b. Model o.• rms phase scintillation at

at 137 flHz under magnetically quiet 137 MHz valid for a beacon satel'ite
conditions. orbiting at 1000 km altitude over

the magnetic meridian. A composite

form of anisotrop)' (see te7.t) '.,d

*10 Figre a. ode ofintnsiy ciniiitio 04 Fiu.- 5b Mdetrn nevl of r pas sec are used.,tat 137 K•7ne antcly ue 3 ai frabao aelt



S 4  250MHL

Kp<•.S
COMPOSITE ANISOTROPY

MODEL

12 MLT

18 Go.0 ~ S 7ý 160 04

/I/
,, If• A

0

24

Figure 6a. Same as in Figure 5a except for
250 MHz.

o,#(rod) 250MHz

Kp <3.5

COMPOSITE ANISOTROPY

MODEL

12 MLT

Ji • Figire 6b. Same as in Figure 5b except for
] I •250 MHz.

lCo
|0

I I



NARSSQ ATS-3 137 MHz
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Figure 7a, Average value of intensity scintillation index (SO) using ATS-3 at 137 MHz observed
at Narssarssuaq for magnetically quiet conditions durtng Nov-Jan 1975-76.
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Figure 7b. Average value of Intensity scintillation index (Si,) at 250 MHz obsrved at Thule
for magnetically quiet conditions dur'nC Aug-Oct., 1975.
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PMF SKYWAVE PROPAGATION

Bar"ira G. Meldnder
Raymond H. West

Boeing Aerospace Company
P.O. Box 3999

Seettle, Washington 93124

INTRODUCTIAM

Low MF frequencies are receiving increaseA attention for possible survivable t.ommunicatiors usage
with both grotnl-to-ground and ground-to-air link geometries. Ionospheric reflections, or skywave
signal components, are often ignored because nf the small groundwave atten~uation over .lort paths and
the astenuation of the lower ionosphere during daytime and Jisturbed conditions. However, a potential
exists for self interference between the groLndwi~ve and nighttime skywave at the 4-,ger nistances of
interes- - particularly it mountalnou, terrain. Buried dipole antennas -'re utilized with short-path
skywave modes effir - ently excite6 relative to the groundwave. Also, long distance nighttime skywave
interference or jamming rmvt be considered.

The lower ionosphere is highly variable and not well modeled for prcdicting MF reflections.
Predictions of skvwave intarference or jamming are correspondingly unreliable making estimates.,
interference conditions and effects on systen, performance unre~iable. Estimates are most oftz.. made
using procedures defined in CCIR dor;nent 264-3 which are based on L st fits to limit:ed empirical
prppagation data. These data ar'e largely from Europe and North Af,'ica ar, not sufficiently representa-
tive of conditions in the United States that high confidence in system perfor-aice can be attained (Wang,
1977). This paper describes an effort to relate skywave signal strength to lower ionosphere modeling
rather thdn using propagation data only. Because of the variability of the innosphEre, its r-ediction
must be described in statistical terms. TIhe resulting signal is thern specified as a mean estimate with
confidence intervals assured to be normally distributed.

f collection Jf lower ionosphere electron density profiles obtained from the World Qata Center,
Boulder, Colorado, has been usco as the foundation of the present study. These data represent a range of
locations, seasons, sunspot numbers and times of day and have previously been utilized for VLF/LF
propagation studies (Berry and Davis, 1976). Regression analyses have been perforum2d on sabsets of
these data to obtain models for electron density variability as a function of lucation and time.
Reflection coefficients are then complitrd to obtain signal variabil:ty. Ionospheric modeling and
predicted sensitivities are reported here with illustration of application in esimatipg field strength
variability. The need for an expanded data base is demonstrated Work on derivinS signal strenqth
prediction techniques of greates, use to system ousigners is continuing.

IONOSPHERIC MODCL

Data Base and Regression Analyses

The basic aim in the present development of a D-region ionospheric model is to obtain e:zctron
density and collision frequency profiles useable in calculating MF skywave propagation characteristics.
Observed fluctuations in electron density due to measurement errors and real fluctuatioqs in the
ionosphere oake a statistical approach to modeling very deireable. Using regression analV.,s tech-
niques, a leaFt squares fit to the electron density data obtained fror the World Data Center has been
done with standard deviations calculated about the mean profiles. The standard deviations of the
electroA density profiles allow one to calculate the expected standard deviations of Wi skywave signal
characteristics. Ine ultimate outcome cf this D-region modeling will ue mean Ml- skywave signal strength
predictions as functions cf lecal time, solar activity, month and location with the expected stardard
deviatiors of the signels also calculated.

Other stý.tistica: models include the CCIR MF signal strength predictions and an ionospheric model
developed by Berry and Davis (1976). The CCIR predictions are yearly averages and do not have high enough
time ,esolution to satisfy the present interests. The model by Berry and Davis was developed with
regression analysis techniques from the same data set used on the present analysis, however, their
interest was in the VLF/LF frequency range.
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The data base used in this analysis was obtained from ti.e Wurld Dath Ce,.ter. ýoulder, Colorado. The
collection is electi-on density profiles derived fryn existing literature and digitized. The data ls
taken dl over the world at many different vaiues cf sunspot number, latltud"'s, solar zenith angles,
month, and times of day. The methods used to derive the profiles cre alsn varied from rocket measure-
ments to profiles dedliced from reflection measuremerts and thus vary in accuracy.

The main interest in this study is in U.S. nighttime and sunrise/sunset ionospheric profil3s due •o
the enhaiced reflections oi IeF from the -- sphere at these times. To 'ocus on different local time
regions of the ionosphe-e, the data were divided into three subsections, daytime, nighttime and transi-
tion regions. The divisions were made on the basis of solar zenitn angle rather thr local '-me in order
to specify sunset and sunrise independent of latitude or month. The divisions are as fLlr's:

Daytime 0 < coz x 5 1.0

Transition -0.5 < Cos x S 0

Niqhttime -1.0 < cos x 5-0.r

vihere x = solar zenith angle. The divisions correspond to the transition region lasting from an hour or
two before and after sunrise or sunset in the D-regiop at midlatitudes.

The D-reglon is not well understood and -nly fairly receitly has much data been available or aly
modeling been done. The election density in this region is generally believed to be a function of
,season, solar activity, snlar zenith angle or local time and latitude. The specific dependences of the
electron density on any of these parameters has not been well established.

Various height regimes in the D-region seem to respond differently to the above parameters (see

SMitra itid Somayajulu (1978); Bremer and Sinier (1977); and Wratt (1977). To take these variations into
account, separdte regression analyses have been done for various height regimes. The D-region is
divided into five distinct sections: (1) 50-65 km; (2) 65-72 km; (3) 7P-85 km; (4) 85-95 km; and
(5) > 95 km. The choice of these divisions was made on the basis 'f the aerage of c'servations in the
literature and from inspection of the dact. obtained from the World Data Center. These cho,ces are not
necessarfly, the only available but seem to be a good aiverage. For exair~le, a ledge at 65 km has been
obse:'ved by Deeks (1966), Bain and Harrion (1972), and Rowe (1970). ThIs ledge has also been absent in
s-me data as pointed out by Bremer and Singer (1977). Likewise structu-es have been seen a large
percentage of thc time at heights near 70-75 km, 80-90 km, and 90-100 km as noted by various autho-s; for
example, Rowe (1972), Rowe et al (1974), Mitrd and Som.yajulu (1978), Bremer and Singer (1977) and Wratt
(1977). By takinq an average of these literature observations, the above height regimos were picked for
the initial modeling.

The more general problem of allowing these height uoundaries to be picked as part of the regresrion
analysis makes the problem non-linear, thus harder to solve. The regression analyses performed :iere
will be confined to linear functions. Therefore, these height divisions must be preselected.

S;ithin eac}i height division for each subsection (day, night, transitior,) of the main d(ta set,
regressicn analyse. were performed to obtain mean and standard deviations of the electron density
profiles. A linear fcrm for the regression analyses was chosen as

Log Ne A 0 + r1 X1 +A 2 X2 + A3 X' + A4 X4

+ (B0 + B1 X1 + B2 X2 + B3 X3 + B4 X4) h/100

whe,*e Ne = electron density

AO_4, 'U-4 = regression constants

h!100 = normalized altitude

X 1-4 = regression functions dependent cn month,
solar zenith angle or local time, sunspot
number, and latitude.
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Thi5 form allkws straight line fits in each altitude range witt, the intercepjt and siope of the line
1'epariftely dependent on the month, local ti-ie, sui.,,.1)t "wumier and latitude. Different height regimes
are allowed to respond independently -) the various paramoters at e~zpected from observations.

To make Ne continuous at the boundaries of these layers, the following prescrlpýs-n is followed. If
the density increasps with increa~inc &'titude across tle lay^er, join points at. + 1% .. layer thickrresse,
at eaft side of layer boundary. This' forrwi a ramp not a sharp discontinuity. If 'he~ densit) decreases

* I .vitIh increasing altitude acruss the boundary, u,,e a weighted average of log Ne to fird 'iie new density 3t
the boundary. This makes r~c- contirmuous although the devivationr remain discontinuou-,.

To choose appropriat.2 f~nctii'ns Xl. - X4 for the regresslon dnalyses, the literatur,ý tas searched
'or expec~e~d variations wit~i month, suicpot number, local ti me arao latitude. .Iro well e3tablished
'unctional dependen~ces exist at the Presp.nt for any of these parame.ters.

Tie most ccnsistent agree.'i-r't b~mcween ia~iC~s data involves sunspot numbei-. Generally electron
density is enhanced througnout the D-region for enhanced solar activity (Bremer and Singer, 1977)
althwough decreased electron density for altitudes holo4v E5-70 kr. may elso occur (DEeks, 1966; Metchly,
et al, 1972). Following Berry and Davis 11.--6), X3 is choScn at; a linppir function of sunspot number
(X 3 = SSN).

The monthl."- variation of the electron oenisity is less welE established. Periodicity throtighout the
year 'ýems to occur wit.o summer .%aving the largest electron densities and winter the l~west (Deeks, 1966;

* Rowe, 1972; Mechtl;' and Smit'i. 1968). Th;s trcid is not alwayt. consistent, however. Ob~ervetions aiso
show othey tifa of the year to have m~ximwn electron Jensities, e.g., sp-ing at dltitudes less than

l-9 ýri 4!tchly eryw Smith, 1SEE) and at 76.5 km (Wratt, IM7). T1he -nitial choice for seasone' --ariation
iQas the % -. as 2erry and Da'~s (1976), X2 4cos (2 a ',.i-03.5)/12) where m -ý inont).. This was dried and
a sensitivity study was 'done on 85-ý5 ',,n %eights to see what differences extisted in the regression
analysis. Table 1 shows the various f.,inccions of month tried in analyses (1)-(5). -he best fit for
eaytlrw and t:'ýapsition regic-is was the original choice men~ioned above ((1) in lable 1). Nighttime had a
higter zo.'reia~ion with analysis (2) where 92 1cos (2rr/m-,.5X)/12), slinrhtly shifted extr'niwr from
the aay and tranriiian c0o~ces.

(ABLE 1

REGRESSION SENSITiVIETY STUDIY

log N. 2 A,3*A, 1 ., 1  -2 X2 -A3  +A 4

+ 'h/100) (B + B X+ BJX+ B X + B X)

Correlation Coefflc-ents Correlation Coefficients
Functions light Transition DayM ___________ IviLt Tnii nay

X,= cos (2Tr(m-.5)/12)

X2 cos x .493 .729 .722 (6)X 2 = lo0Q (Cos x) .533 .118 .708'
(1 3 SSN

X4 = COSI

(2)*X 1=COS (2 Tv(m-2.5) /12 .559 .667 .722 17)X 2= X .524 .719 .715

I(3 X, =cos (2 ir1imA.45)I/12) .529 .,11 .726 (8)X L.T-~12 1IF7 .705 .713 .679

,(I co ( 7(m-6.5)/12) .534 .720 .7:8 (9TX 1t .540 .705 .665k(5)X).=cos(ir (m-0.5)/12) .blG .680 .727 (10)X= C 51i7 .719 .038

* Orly uarameters which are different than listed in (1) are listed in (2) -(10).
.fmorth, x=solar zenith angle. SSNsunspot number, X =latizude, L.T.zloccl tine.
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The variation ex ted in electron density with local time or solar zenith angle is also not well
established. The ionosphere does change rapidly near sunset and sunrise, however. Electron density has
been suggested to be aropo-tional to cosn x where x = solar zenith angle and n - U-3 (Mitra and
Somayajulu, 1978; Bremer and Singer, 1977). The value of n is found by these a'ithors to vary for
different values of x, e.g. n - 2-3 for x < 400, n 1, 400< x < 700, n = 0 for x > 700. Plots given by
Bremer and Singer (1977) can be fit by log N - cos x. This is similar to results given by Rowe
(1972). The initial choice of local time or sOar zenith angle variation was X2 - cos x. Other choices
were tested as shown in Table 1, anlayses (6)-(9). The daytime and transition regions agree with the
original choice. Nighttime shows a much better correlation with local time. Berry and Davis (1976)
found the entire data set to be better correlated to local time, not completely consistent with our
flidings since nightti'e data consist of only 22 out of 551 total profiles.

Latitude variations are not well defined in the literature. Mitra and Somayaiulu (1978) suggested
no latitudinal effect on electron density (except that which enters through solar zenith angledependence). Vachtly, et al (1969) found no systematic variation with latitude in a study done withconstant solar zenith angle. A latitude dependence was included in our analysis to see if regression
analyses could indicate some trend. The form used was X4 = cos X where X = latitude. The form
X4 =IXI was also tested (shown on Table 1 as analysis 10. Only f1r the rinhttime data section are
results significantly different than with the cosine function.

The final choices for the regression analyse at all heights weri selected by ,.he above search to be

X, = cos (2 iT (m-0.5)/12)

day and X2 = cos x
transition

regions X3 = SSN/100.

X4 = cos X

, = cos (2 w (m-2.5).'12)

night X2 = I'ti' 2I n
region

X = SSN/100.

X4 = Ixl
where m = month

l.t. = local time

SSN z sunspot number

S= latitude

Usino the above functions, regression analyses in each height division were performcd. The
regression constants, correlation coefficients and standard deviations are listed in Table 2. For
height regimes 50-65 km and 65-70 km not enough data for nighttime anl yses was available so no results
are listed. The correlation coefficients for some regions is low (below 0.70) and standard deviations
high. These facts point to the need for more data (esýecialy nighttime), more care in picking accurate
profiles for the analyses, and more though to other possible functional dependences at various heights.

Results of Modeling

Plots of electron density profiles as predicted by the regression analyses as functions of various
parameters are shown in Figures 1-5. Figure 1 shows the comparison between prediction and some of the
data used in the analyses. Also shown is the Berry and Davis (1976) fit to the same profiles. These
profiles were not chosen as best examples of regression fit to the data. They are only as examples of
several curves spanning most of the 50-120 km height range for a given parameter set. Not all the

- density profiles used in the analyses span the entire altitude range under consideration. Our data fit is
good overall and certainly better than Berry and Davis for altitudes over - 80 km. The WF frequency
rdnge reflects at altitudes near 80 km or higher at night. Berrv and Davis work was designed for VLF/LF
"work which needs better fit at slightly lower altitudes.
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TABLE 2

DAYTIME NIGhrTIME TRANSITION

Based on 446 Curves Based on 22 Curves Based on 82 Curves
Height

Divisions Regression Correlation Regression Correlation Regression Correlation
(km) Constants Coefficients Constants Coefficients Constants Coefficients

& Standard & Standard & Standard
Deviations Deviations Deviations

50-65 AO - 0.47817 - 2.4726
Al 2.2919 - 0.23257
A2 8.7G48 .621 - 12.170 .846
A3 - 0.20960 (+.36) - 8.4634 (±.291)
A4 - 9.6620 - 1.131Z
BO 4.0904 10.195
B1 - 3.6529 0.57513
B2 - 13.049 28.319
B3 0.76746 11.946
B4 13.964 2.1997

65-72 AO 3.4657 1.8513
Al - 0.11594 - 1.7683
A2 - 2.8506 40.868
A3 1.9768 .585 - 3.2253 .664
A4 - 4.4486 (±.309) 4.0103 (±.384)
BO - 2.3118 2.4643
81 0.055597 2.7682
B2 5.2055 - 53.254
B3 - 2.6089 4.3756
B4 5.8978 - 3.9064

72-85 AO - 2.1084 - 12.881 4.7?*0
Al - 0.77119 3.3963 - 2.9622
A2 2.4518 0,0070438 8.8289
A3 0.14426 0.77948 - 5.0990
A4 - 1.9462 .676 0.18231 .861 - 6.2435 .732
BO 5.3415 (±.348) 15.175 (+.683) - 1.4759 (±.584)
B1 1.0284 - 4.6542 4.4506
B2 - 1.9407 - 0.0064341 - 10.654
B3 0.095515 - 0.86122 6.6591
B4 2.2956 - 0.16740 4.8927

85-95 AO - 5.4507 - 20.689 1.2189
Al - 0.20919 - 6.6021 7.3379
A2 - 1.5212 0.010618 - 10.440
A3 - 2.7086 4.0742 2.7/86
A4 - 0.72156 .722 0.30780 .732 - 20.450 .729
80 9.4F35 (±.424) 24.824 (±.677) 2.3185 (±.492)
B1 0.32329 6.9831 - 7,8363
B2 2.6353 - 0.0099482 12.426
83 3.2564 4.4781 - 3.0526
B4 0.82581 - 0.31987 22.346

95-120 AD 2.1917 2.780C 0.34097
Al 0.58171 3.1795 - 1.0102
PA2 3.1335 0.010217 - 3.4120
A3 '.8609 - 7.9359 2.9344
A4 1.9848 .783 0.027576 .710 0.12224 .607
BO 6.1401 (±.291) 0.087992 (±.493) 3.8938 (±.403)
81 0,49200 - 3.3887 1.1213
82 - 1.9504 - 0.0089133 4,9557
B3 - 1.6498 8.2692 - 3.0410
B4 - 2.1185 - 0.021516 - 0.31P26
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Figure 2 shows the model prediction of election density profile variation with latitude for
constant local time. Daytima profiles are seen to steadily increase in electron density for all
altitudes as latitude increases. Nighttime shows opposite behavior, the density increases with
increasing latitude. Transition profiles have mixed behavior with high altitudes exhibiting similar
characteristics to daytime and lo,4 altitudes similar to nighttime predictions. No data studies have
been found to predict anything about latitude dependence.

Figure 3 shows the predicted sunspot number dependence for the three data sets. Daytime profiles
are enhanced by increasing sunspot number. Nighttime shows little variation except above 95 km where
the density increase. with increasing sunspot number. The transition profile shows opposite behavior.
The density decreases with increasing sunspot number for altitudes below 75 km and above 95 km. Both
Deeks (1966) and Metchly, et al (1972) see in daytime 5tudies enhanced electron density with increasing
solar activity at higher cltitudes (not consistent with our model). The crossover point differs in each
study. Deek's crossover pont is near 82 km while Metchly's is 62 km. Bremer and Singer (1977) see
density enhancement for increased solar activity over the entire height range (although they state some
uncertainty in their data below 65 km).

Montnly dependence of the density profile is shcwn in Figure 4. Daytime profiles show enhanced
density in samier and derreased density in winter over the entire height range. The equinoxes are
identical and at intermed~atp values to winter and summer. Nighttime profiles show spring as a minimum,
fall a maximum with summer smaller than fall but larger than winter for all heights. The transition
region varies with summer profiles enhanced aboie 90 km and below 95 km and smallest in between.
:xperimental results are varied. Deeks (1966) shows daytime profiles consistently lower than the
equinoxes which are lower than summer for all altitudes, consistent with our daytime results. Bremer and
Singer (1977) shows summer greater than winter which is greater than spring for altitudes below

- 85 km. Above 85 km the winter profile is gteatest. Rowe (1972) shows results similar to Deeks at all
altitudes although he displays one winter profile which is enhanced over summer abuve 70 km, similar to
Breer and Singer. Mecntly and Smith (1968) show spring and summer with the most enhanced profiles below
85 km and no systenatic behavior above 85 km.

-igure 5 shows the local time variation of the profiles. Daytime regression plots are used for
local times of 6-12, transition regression fit is used Tor a local time = 4; and nighttime fits for 0

N and 2. An overall decrease in density is seen as the local time decreases at all altitudes with midnight
being the lowest profile. Faster local time variation is seen at lower altitudes before sunrise (local
time < 6). These results are similar to those seen by Rowe (1972) ad Deeks (1966).

Collision Frequency

The collision frequency profile used in the calculation of reflection coefficients is a fit to toe
profiles given by Bremer and Singer (1977) in their figure 2. The collision frequency is higher in
summer below 84 km but lower than winter and spring abovw 84 km. Below 80 km these profiles are similar

to those given by Rowe (1972), Deeks (1966) and Wait and Spies (1964). This last profile was used by
Berry and Davis in their ULV/LF work.

- i

12

Figure 5. Model prediction of local time dependencL.
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PROPAGATION PREDICTION

Estimation of the ionospheric contribution to signal strength losses requires selection of a method
to calculate MF propagation through the model ionosphere. MF frequencies are particularly difficult to
deal iith due to the wavelengths involved (close to scale lengths in the ionosphere) and to the fact that
the frequer.cies involved are close to collision and cyclotron frequencies. These effects can lead to
large absorbtion, scattering or coupling of ionospheric propagation modes. Because of the large
absorbtion, ray-trace methods are not suitable except when reflection is expected to be significant.
e.g , at night. Methods using multiple reflecting layers are useable but require thin layers due to the
sm;.ll w~velengths. Ideally a full wave analysis would be used but has not yet been implemented.

initially a simple reflection code was developed to handle the case of east-west propagation for
vertical polarization. This allows us to test the sensitivity of the reflection coefficients to charges
in the election density profiles. A sample calculation is shown in Figure 6 with the reflection
coefficient in dB plotted against the cosine of the incident angle relative to the ionosphere. The
curves are parametric in variation of the electron density profile as defined by log Ne ( A in figure 6).
Typical standard .. viations of the profiles are found to fall within the range A = + 0.4 - ± -/6 when
expressed in this manner. Althuugh it is possible, and intended, to express reflection coefficients in
terms of mean and standard deviations, this has not been implemented at this point. The curves
illustrate the type of variability to be expected, however. The shapes are similar to reflections from a
dielectric earth. These curves show considerable sensitivity to shifts in the electron density profile,
especially near the curve minima. Using a mean and standard deviation of an electron density profile, a
range of reflection coefficient values can be specified including confidence limits as functions of
location, time of day, solar activity and frequency.

Eventual incorporation of the results of this tonosphric modeling into a more comprehensive system
design and performance predictive capability requires that other system components be described in a
compatible form. Principal among these, are antenna performance ano atmospheric noise. Btried HF
dipole antenna performance is dependent on local ground conduct ivity which can be shown to be reasonably
representeG by a normal distribution expressing siting ard weather variabilty 3)bout the rraan of a
particular locale. A siinilar statement can be made for uncertainties in grouadwave signal rtrength
resulting from the inability to accurately specify path variability (of interest when treat'ng ground-
wave-skywave interference). Atmospheric noise is expressed as a noise factor with urcertainties of
prediction described (generally) by independent nurmal distributions. Our iystem model will, then,
include estimates of each system parameter expressed as mean values which are dependent on speci.,ication
of location, time, and frequency and also estimations of the errors of prediction as functions of these
same parameters. Independence of the statistical variables is assuied. Confidence in predictions are
available as a result of this approach on which to assign performance margins.

FR ~ j~L~ EQUENCY -0.0 ksT.EASTWS PROPAGAT4IO. VERICA POAIZTO - 0.

-, COLLISION FREQUENCY - C.12S + 4TXP(-CO2 X HEIGHT)S" " '. "•' - tMON TH , JAN UAmR Y

LOCAL TIME -L IA NIGHT 0-D1_S, 0.4-ES-10 .-, LATITUDE - 350 -0.2

LOCL I., LP TTURAN IOT NU MBER- 3

a - SHIFT IN LOG NE OF ELECTRON IDEKSITY PROFILE
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Figure 6. Ionospheric reflection coefficient for mean electron density profile &
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CONCLUSICGS

Regression anlak is of lower ionosphere electron density profiles has been shown to be a reasonable
approach to developing MF signal e~timates in a for, compatible with system prediction requirements.
The resulting model and hence skywave signal strength estimates are critically dependent on the detail
of available ionospheric data. Tnis has been demonstrated to be sogewnat lacking - particularly for the
times of greatest interest (night, sunrise and sunset) so that expansion ol the data base is necessary
for improved confidence. Within the limitations of the date utilized, a multilayered model of the 0 and
lower E regions has been develcped which allows estimates of variability as means and standard devia-
ticns. Illustrations of the various sensitivities of the ionosphere an,, comparisans with other ddta in
the literature have been presented. Application of the ionospheric model h1 - been illustrated by
coiiput;ng reflection coff.cients which can be interpreteJ to signel strengLn variability. Additional
model development in this area is required.

The conclusion is reached that the approach followed will allrw' estimation of ikywave signal
strengths, their variability and the errors of prediction in a form useful to t.e syster designer. This
approach will allow insight into physical processes more completely than the conmmonly used CCIR
approach. Limitations on available data leave the prediction open te question but some light will
hopefully be shed wiLh continuing effort.
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LATERAL BENDING EFFECTS AT TFE IONOSPHERIC HEIGHT TRANSITION

David Mannheimer
Norden Systems, Inc.

Melville, New York 11747

1. BACKGROUND

"Exiensive usage of the Omega long range radio location system on commercial air routes has revealed a type of ,nomalous

position error which is systematic in nature, tending to recur on succe-ssive dates at the same time and position, when both

aircraft rcceiver and Omega transmitter are in twilig.t. Thiss paper surveys the relevant VLF propagation aspects, and offers an

explanation for its cause. It also points out key co-terminator geometrr. relations useful for extraction of ionospheric height

data from phase recordings over known paths.

Significant phase errors at VLF frequencies can be expected due to lateral bending over long paths nearly parallel to the

terminator because the corresponding ionosphe ic height transition separates regions of measurably different propagation

velocity.

At 10.2 kHz, for example, if day and night phase velocities differ by 0.4%, a critical refraction angle of 5.10 is predicted

for waves passing through the twilight velocity Pradient Consequently, over a long path with one end in daylight and the

other in darkness, but with terminator/path angle less than 50, critical bend angles will occur, irrespective of the detailed

profile of the transition gradient both for the dominant and possible higher order modes. Such "straddle" geometric situations

have been identified in a number of flight tests as coincident with large position errors, removable only by deselection of the

causal terminator station. This type of gecmetry has frequent incidence somewhere along commercial aircraft route/schedules
varying with time of year, but may seldom if ever be apparent from a fxed location laboratery. Yet the error effect is a
nummite-by-mmute phenomenon, difficult to isolate, except by use of an i'bsolutely stable (rubidium) phase reference at a fixed

location, and when individual measurement can bu made on a single transmitter. Also in worst case operational situations

involving only a few used stations with poor bearing geometry, position error can greatly exceed a single causal radio error,

due to reference clock shift in an airborne receiver.

., The general effect of bending of the wave normal is to cause a modest increase in phase delay compared to that which

would be expected over a direct great curcle path. More importantly, it causes a significant lateral displacement of the actual

propagation path away from the direct great circle. This causes a changt in timing (GMT) of the rapid diurnal phase shift

expected over long grazing paths leading to transient carier phase errors, and result- in :arge dispersion errors in multi-frequency

tracking system lke Omega.

H. BENDING ERROR PREDICTION FROM A SIMPLE IONOSPHERIC MODEL

An estimate of phase error due tu bending at small termnnator angles can be determined by considering the lerminator as

an extensive step interlace between day (morning) and night ionospheric wave guides. Fizure ' shows such an elementary

model, and defines the xoordinate system and terminology used to consider lateral bending using the flat earth and plane wave
approximat:ons. This model is only appropriate when transmitter and receiver locations straddle the ionospheric height gradient

over long paths, but is useful to predict upper error bounds when critical bending occurs, of prime interest herein.

Bend angle (8) for any propagation made can be expressed as a function of angle of incidence (4f) by the use of F,'rmat's

principle which reduces to Snell's law. [an +1__1

tanS = tan(*'-*,) = * 1 (1)

1 + t=n2  /,I+ I
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This formulation is identical to that used by Wait[ ' if due allowance is made for differerces in format and terminology.

At VLF frequ x2_1 - 2 (2= Q n

Thus at large angle c: incidence, which will occur at IWVe terminator angles, bending is nil.

A-1• ' ~ ~tan"'-••' *-4'90S)im tan 8 ;6 0

equivalent to Wait's result[1I.

However, for cam of interest here, wher terminator angles, and consequently angles of incidence are small

lim tan 6 . V-_•~

•k<< *c

SThus, at grazing terminator angles, the bend angle approaches the critical angle for the frequency and propagation mode
involved. This critical behavior predicts a surface wave along the terminator on the day side, This markedly changes the day/
night path length ratio as compered to the ratio computed conventionally ,,otr• the direct peat circle path - the greatest
path shift occuring for example at transition onset at sunrise, tapering to nil at the end of the twilight transition. This is
preceded by growing reflective/multipath errors maximizing at onset, and possibly total reflection. Figure 2 shows typical
error trends.

A quadratic solution in tan *' can be written from figure 1, as a function of terminator angle (oa, and relative
"refraizive index (.) in terms of the parameter Ln/Ld whose range is zero to infinity during ttrminator transit along the radio
path.

[l- (,jLn/Ld)2] tan2 4' - 2 tan a (l+Ln/Ld) tan - (J 2
A-,) (Ln/Ld) 2 + (l+Ln/Ld) 2 t2 a = 0 (2)

At nightside end of path refraction is nil. a

LnILd 0

A dayside end of path critical refraction occurs for small terminator angles, inv.'lving a finite Ln/Ld ratioli Lf/Ld -• a

tanali4 Ln/Ld tan 4c - tan a Or < *)•0
4' "* Pc

This enables prediction of the max••ium possible lateral path shift and the critical refraction error (Atd)
L sina .. tana. Lsi__.na

Atc = Lsina(I,- a hn (aT12 = L0sin(3)

where Atc ;s timing emr, and AT12 is time differential between sunrise (or sunset) at tran itter and receiver. The peak
refractive phase delay error in fractional w.velengths then becomes (for a constant a)

Aoc = 100 L/,[os 1(c- )- (4)

where L/X is number of path wavelengdLs.

(This error prediction, for example, is of the order of a half %,avelength at 10.2 kHz over a 6000-mile p'•, at a terminator
angle of 20, while A-c is about 15 munutes.]

The above expressions are derived using the daylight velocity for the critical leg for the dominani mone. The slower
surface wave or, on the other hand, greater bending at higher order modes will modify this simple estimate. Detailed reduction
shows a steady reduction in error during transition. In the following, only this peak error is discussed, because it provides a
good measure of significance, and greatly simplifies calculations. This occurs at sunrise onset (I) assuming constant terminator
angle.. When the actual variability of terminator angle is considered, it wvill occur at sunrise onset if one end of path is on
the equator, btvt will occur in |aid-transition for trans-equatorial paths. [Then it is identified as ?-,p.]
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The actual terminator angle during transition is variable, but of course can be accurately predicted as a function of time
between known locations by taking accurate account of sim location. The intersection velocity of the terminator alung the

radio path and consequently the diurnal phase rate becorn s vcry high over long paths at small terminator angles. It is conse-
quently necessary to use precise geometnc and time iormodization if attempt ic made to ideatity bending effects on actual
phase recordings. In fact, co-terminato, geometry and timing alone determines several important characteristics of bendmis

error. Accordingly the relevant navigational relationslps are surnmarized in the following section.

Ill. CO-TERMINATOR GEOMETRY

The direct radio path great circle can be defined in terms of its equatorial longitude (Lo + 900) and .ts angle from the

meridian at the equator (Lp), here termed path declination. Also Lop, L are coordinates of the axis or pole of the path

great circle as illustratcd "i figure 3. These are calculable for any path.

Lp = sin [sin 0, cos L1 ] (5)

Lop = LoI + 900 (270') + cos l1/cos Lp (6)

where LI, Lo 1 and 01 are location and path bearing at any po-nt along the path grea* circle, usually taken at the receiv-r.

The terminator great circle can be similarly defined in terms of sun-noon position (sun latitude or declination (D) and
sun longitude (Los)], corresponding with the axis of the terminator great circle.

"Sun declination and consequently terminator bearing at the equator vanes ±23.40 periodic in one year. Terminator
equatorial longitude (Los + 90*) increases at 15°/hr*, phased from 0600 GMT-sunnse at the GreenwiLh me"idian at the equator.

IX. TERMINATOR ANGLE TIME FUNCTION

Terminator angle then can be expressed as a time function depending only on path and sun declinatioji (date) for a given
path. It is also the great circle distance between sun and path pole position evident from the fohowing expression.

cos a(t) = sin D sin Lp + cos D cos Lp cos ALo (7)

where. ALo = 150/hr (t - t0)

to = 0600 (1800) + Lop/15

Time differentiation will reveal that rmiiumum terminator angle occurs when the terminator intersec• the direct patlh. great
sircle at the equator, that is, at a fixed time of day for any fixed labhratory - station path, since Lop is the only variable in
the above result for to.

Further, minimum terminator angle oc.urnng at this time depends only on the difference between sun and path decliiiatiouis.

ornt = D - Lp (8)

V. PATH DISTANCE FUNCTION

The angular distance between the term:nator path intersection and the equator along the station path can also be exp:essed
as a tun- function.

sin B(t) = cos D sh. ALo (9)
sin O9

Differentiation will yield terminator velocity along the station path - which determines Jiurn'l phase rate.

The above co-terminator time functions have been illustrated in figu•re 4 for a typical case involving 30 .ninimum terminatur
angle for a path between RAE Farnborough and Omega station 0 in Argentina.

*The small variations in sun longitude rate expressed by the Equation of Time are not considered herein.
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For the cases of interest during fast transitions, along paths including or nearly including the equator where terminator
angle is small, terminator angle and path distance functions can be accurately approximated in simpler fashion [angles are
expressed in de.rees!.

aLo 2 (10)

si cos D
siB~ csD(11)

Tj is shows the simple generic nati' e cf the terminator angle time function in the situations of interest, a&d more readily
enables simple determination of the r aximunm and average intersection rates.

dB/dALo max csD ALo- 0 (12)

sin (D-Lp"

N '1. PHASE RATE FUNCTION

"This enables an expression of maximum diurnal phase ard phase rate functions in terms of day/night phase velocity

fraction A--d/ and wavelen0,tl. (X) yielding the maximum phase rate result.
90000 cos D Avd/n(c

;max = sin (D- Lp) Vn .

From this result, assuming propagation travels along a fixed direct path crossing the equator, maximum phase rate
occurs at the same time throughout tte year, while its magnitude depends only on day and night phase velocities and date.
The diurnal phase shift for small time differeno.s from to, can be approximated sunilarly.

,0000 cos D AVd/n (t-t 0 ) (cec) (14)• , sin a Vn X,

An approximation for peak error at the equator is also expressed

SAp -Z $max Atc (15)

These simple but accurate geometric/time predictions can be cib-ectly correlated with a Nautical Almanac and leave only

the day/morning phase -ielocity fraction as uncertain. This then becomes measurable from phase recordings over known
geometry paths. It corresponds with the terminal phase velocity ratio at night and morning ends of the path, or morning/
ni!!ght height ratio

Figure 5* shows phase recordings fo, successive dates for a fixed path, overlaid on the same time-of-day scale. It illustrates
well the above predicted maximum ph .se rates both as regards magnitude and timing. The scatter ir timing of maximum phase
rate apparent in the recordihigs then is presumed to be due to bending effects due to lateral path shifts, as compared with
stationary and random phase anomalies.

It is apparent from the foregoing that error maxima may occur at the time of minimum terminator angle or at the time
of dayside onset - not far separated in time during fast transitions.

Figure 6 compares an actual phase recording for the Argentina - Farnborough path on January 3. with direct and
bent path predictions, using the sun elevation zero defimtion. It illustrates that the simple step ionospheric model
is quite adequate to predict the basic error magnitude and timing effects at 10.2 kHz. If the same calculations are made at
other frequencies, the dispersive nature of refraction is evident - the phase errors in miles becoming much larger at the
difference frequencies, as used im Omega to resolve carrier phase ambiguities.

Calculations from the observed maximum phase rate (249 cec/hr) shown in figure 6, using equation (13) yield a realistic
value of night/morning fraction at 10.2 kHz

Avn/m = 0.0025 (compared with 0.004 for day/night ratio)v

*These are selections from the extensive file of large scale, lugh sampling rate recordings made rvailable through the courtesy

of J. Chamberlin and D. White of the Radio and Navigation Department, RAE Farnborough.
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From equation (3), Atc = 9 minutes, and A@p = 37 cec, both qilte reasonable approximations. 1he direct path prediction
(without bending) is a scaled version of the B(t) function near tC,, thus corresponding to a theoretitcA case with bending
effect? removed, using a step model.

= t 60 BA = 0.95 B(t) (16)

Scec n

The comparison between the actual recording and this direct path prediction, illustrates approximately the
quadrature phase error advance for nearly total reflection preceding onset, and a point of zero error when the reflection path
difference is a half wave longer, as predicted by the step model.

The step model assumes an instantaneous change in propagation velocity moving along the intersection path. If instead
the direct path prediction is convolved with a smoothing kernel, shaped as the actual terminator gradient, and of finite width,
the prediction will start earlier and end later, yet cause little timing change at mid transition. The dotted line marked "without
bending" corresponds with such a smoothed version of tht. drect path prediction. The difference h-tween the actual recording
and the dashed line is thus a better approximation of the bending error time function because it accounts for actual terminator
width.

This illustrated case involves a terminator aigle ranging from 3' to 5' during transition ove a 6600-mile path. It should
be apparent that at smaller terminator angles and in particular when one end of the path is on the equator, onset ern rs will
be much larger. A review of RAE Farnborough phase recordings through the year - shows a characteristic sten on the
diurnal phase transition indicative of bending whenever terminator angle is small at sunrise. A similar effect at the end of
transition occurs at sunset. In fact. the sunrise and sunset cases tor the same geometry (6-month-time diffetence) ere quite
similar.

Rasmussen and Lewis have detected bending using interferometric techniques with spaced receivers[3,4 1 . Their analysis
assumed a path entirely within the twilight gradient, ushig a linear gradient model and parabolic ray path. Application of the
analytic technique described herein to their case for a short (2000 nm) path at 18 kHz gives comparabli. results to a linear
gradient analysis.

VII. CONCL*JSIONS

The above results using a step model confirm the applicability of geometric optics to prediction of phase errors due to
(very long wave) propagation through the terminator and account for serious erro's due to lateral bending in VLF radio location
systems. Further refimement can be expected by use of a continuous gradient model, e.g., with the "scattenng" matrix
approach developed by Wait1 1,21 extended by 'ise of co-terminator geometry described heicin.
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RESULTS OF A DIFFERENTIAL OMEGA EXPERIMENT

T.M., Watt, L.E. Abrams, and F.G. Karkalik
Systems Control, Inc.

Palo Alto, California 94304

I. INTRODUCTION

Omega, a VLF navigation system based on a worldwide network of eight transmit-
ters operated at 10.2, 11.05, 11.333 and 13.6 kHz, provides global coverage for
users. These frequencies are synthesized from a common source and are maintained
in the exact ratio 1, 13/12, 10/9, 4/3. Phase coherence and emission timing are
tightly controlled in the transmitter network. Table I lists Omega transmitter
letter designations and locations.

Table I. Omega Transmitting Stations

Station Letter Designation Location Latitude/Longitude

A Aldra, Norway 66025'N/13 0 08'E
B Monrovia, Liberia 06 0 18'N!10 0 40'W
C Haiku, Hawaii 210 24'N/15 1 0 50'W
D LaMoure, North Dakota 460 21'N/98g20'W
E LaReunion 20058'S/550171E
F Golfo Nuevo, Argentina 430035'S/65Cll'W
G Gippsland, Australia o8029'S/14650'E
H Tsushima, Japan 340 37'N/1290 27'E

A user wishing to navigate measures the phase difference between signals at
one frequency from a pair of transmitters and thus establishes a line of position
(LOP). Repeating the process with two more pairs of transmitters leads to a unique
navigation fix. Navigational ambiguities can exist with Omega since any one phase
difference corresponding to a pair of transmitters defines a family of hypeibolic
LOPs, Along a baseline, LOPs occur every half wavelength. The region between ad-
jacent LOPs is known as a lane and Omega accuracies are frequently described in
units of centilanes (0.01 lane).

Omega is a VLF system and it is therefore subject to all the propagation anom-
alies normally associated with VLF. Some of the more important error sources asso-
ciated with Omega are; (a) diurnal and seasonal ionospheric variations, (b) transi-
ent ionospheric phenomena such as Polar Cap Absorption (PCA) events and Sudden Ion-
ospheric Disturbances (SIDs) that give rise to propagation anomalies, (c), modal in-
terference, and (d) ncise.

Diurnal and seasonal ionospheric variations cause phase shifts on the ordel of
50-100 centilanes at mosL user locations. These variations can be predicted and
modeled to within a reasonable accuracy and are usually provided to users either as
tables of correction values or as algorit1±ins within a receiver's navigation proces-
sor.

Sudden phase anomalies are associated with SIDs caused by solar flare x-rays.
These are daytime events and typically last about fifty minutes. Solar protons,
associated with large flares, may be guided into the polar regions and produce PCA
events. Theqse events may affect polar region propagation for several days.
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Modal interference describes the effect that occurs when more than one wave-
guide propagation mode is excited by a radiated signal. When this happens, the
modes re-ceived by a user combine constructively and destructively and cause anoma-
lous signal variations. This phenomenon occurs mosi comnnorly near a transmitter
and when the propagation path crosses a twilight region.

Noise at VLF is nostly of atmospheric origin, although man-made noise can dom-
inate in certain local regions. Noise effects can be diminished by integrating re-
ceived signals over long periods, but the period of integration must be consistent
with dynamic requirements of the user and expected transients in the signals.

Quoted accuracy for Omega under nominal conditions is 1-2 NM [1,3,41. Nominal
conditions include favorable geometry of available signals, the use of propagation
prediction corrections (PPCs) to compensate for regular ionospheric variations, the
absence of SIDs and PCA eveiLs, the absence of modal interference, and the absence
of excessive noise. Under less favorable conditions, Omega accuracy degrades.
Marine users on the high seas may find 1-2 NM accuracy acceptable and may even be
able to tolerate limited periods of degraded azcuracy. On the other hand, marine
n9vigation in restricted waterways and aircraft navigation neai terminals requires
a higher level of accuracy and reliability.

The Differential Omega concept arises from the observation that many Omega
navigation errors associated with propagation effects are highly correlated in time
and space. For example, consider two Omega users navigating independently a short
distance apart. The absolute error of each user's fix may be 1-2 WM, but the rela-
tive positional error will be perhaps an order of magnitude smaller. If a realtime
data link could be established between the two users so that both sets of phase
measu-ements could be correlated, then the two users could maintain a positional
relationship accurate to within a fraction of a mile. This concept is known as
Relative Omega. If we now consider that one user remains fixed at a known, sur-
veyed location and provides real-time phase measurement data to the second user,
then the second user can obtain absolute navigational accuracy to within a fraction
of a mile, This concept is known as Differential Omega, the fixed user is called
the monitor and the moving user is called the navigator.

The ability of Differential Omega to elininate correlated errors points to a
significant practical benefit, namely that the nQvigator neei not provide or com-
pute PPCs since such corrections are intriihsic tc the differential corrections
received over the data link. This means that the computational task of the naviga-
tor can be greatly reduced, thus yielding a corresponding reduction in size, power,
weight and cost of the navigator's system.

Differential Omega, as a concept, has been recognized for at least 14 years
[1-3]. ExperimenLal verification of the concept has been somewhat limited [4-5].
Swanson and Davey [S] have described the results of a marine Differential Omega

experiment con-
ducted in the

0.7 p coastal waters
off Galveston,

0n 5 Texas. Figure 1
"illustrates re-

0.5, sults of naviga-
tional accuiacy

0.4 as a function ofr range from the

0.3 monitor obtaiited
by Swanson andSDavey. These

0.2 e • results indicate
S[an accuracy of
S0.1 0.2 NM at close

ranges and a
_ .gradual dcgrada-

0 20 40 60 ou i. 12n 140 160 180 200 220 240 260 280 300 tion in accuracy

RANGE FROM BEACON NM with increasing
range. At very
long ranges, the

Figure 1. Differential Omega Accuracy * LF TELEMETRY error obtained
vs. Range from Mnitor (Reference 5). * HF TELEMETRY
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NORWAY (A) with Diflerential Omega
8.540 may c:%caedý the error ol,-

tained with ordinary Ome-
F ga. The radius of the
J •applicable region is lim-

ited both by the propaga-
tion range of the data
link and the tolerable

P decorrelation error.
SJAPAN CH) Navigational aids
280.850 HOfor aviation users in-

NORTH DAKOTA clude a broad spectrum of
92.890 (D) systems, that range from

a simple non-directional
j beaconi (NDB) to VOR/DME

(and its military coun-
terpart, TACAN) and ra-
dar. The most comprehen-
sive and complex systers
such as radar and VOR/DME
are expensive, require

HAWAII (C) frequent maintenance and
191.440 consume a high level of

electrical power. Less
comprehensive navigation-

Figure 2. Azimuth Direction to Omega al systems such as NDBs
Transmitters from Anchorage, require very little
Alaska. maintenaný_e and power and

are relatively inxpen-
sive. Throughout much of

Alaska and Northern Canada, many remote commuinities depend ent~rely on aviation for
supplies and transportation to and from the outside world. The facilities avail-
able at -hese remote sites frequently consist of lit~le more than a landing strip
large enough to accommodate a small aircraft. Energy is always a problem at such
sites since fuel must be fiown in, consequently, most remote airstrips do not even
have the luxury of a colocated NDB. The costs uf providing VOR/OME at every remote
airstrip in North America would be prohibitive. Even NDBs with their lower costs
and more modest energy requirements do not offer a completely attractive solution,
since an NDB provides directional information only, and in order to be effective,
mus, be located at the site being souglt by the navigating aircraft,

The FAA in the United States and the Ministry of Transport in Canada (Trans-
port Canada) have been seeking a solution to the requirement for a low-cost, accu-
rrte ,iaviga~ion system that will meet the needs of small aircraft flying in and out
of iemote locations in the northern part )f the continent.

Differential Omega is considered to be a ootential answer to this require-
ment. Studies [6] have shown that Differential Omega in the Alaska/Yukon region
should be ablt, to provide two-dimensional navigation accurate to within a fraction
of a mile over a region within a hundred-mile radius from a monitor. It bas been
suggested that it is p;actical to colocate a Differential Omega monitor and an NDB
and to use the NDB as a carrier for the differential correction information. This
means that Differential Omega monitors could be deployed at existing NDB si, s at
relatively low cost an(. at very little increase in electrical power requirements.
It also means that NDBs used in conjunction with Differential Omega would not have
to be located at every airstrip, but could support navigation over a region that
might include several airstrips,

II. DESCRIPTION OF EXPERIMENT

The experiment described herein has been primarily operational rather than re-
search oriented. Under sponsorship of the FAA, an experiment has been conducted in
Alaska to test the feasibility of Dirferential Omega for general aviation. The
program represents a joint effort between the FAA and Transport Canada, where
Transport Canada has provided design and development of the monitor, and Systems
Control, Inc. (SCI) has provided program management, system engineering and flight
test on behal€ of the FAA. Tracor, inc. has provided the airborne Omega equipment
under contract tc SCI. The location of the experiment, Alaska and Northwest
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Canada, has the interesting characteristic that the ai.nuth directions of signals
from stations A, C, D, and H intersect at nearly right angles, as illustrated by
Figure 2.

The experimental concept calls for the use of operational NrB signals as car-
riers for differential correction data. Since NDBs have a dual mission of automa-
tic direction finding (ADF) and weather broadcast, a ground rule for the Differen-
tial Omega experiment was that any additional modulation on the beacon signal (in
this case, biphase modulation of Omega phase correction data) was not to deg-ade
the quality of the signal received by other NDB users. This requirement mandated a
maximum modulation level of about 2C% for phase correction data which limited the
effective operating range between the monitor and the navigator aircraft.

Figure 3 illustrates the experimental configuration. The avionics were moun-
ted on a special pallet in an FAA Convair 580 aircraft based at Anchorage Interna-tional Airport. Monitor stations were located at Merrill Field about 5 miles east
of Anchorage International, and at Deadhor'e, on Prudhoe Pay. Omega receivers aud
NDB transmitters were approximately colocated at both monitor stations. Reference
location information for the navigator aircraft was provided by surveyed pads for
ground tests, and by DME instrumentation for flight tests. Figi.res 4 and S illus-
trate the geography of the experiment and available instrumentation. These figures
display every VOR/DME within 250 miles of Anchorage and Deadhorse. Although these
navigation aids provide reasonably redundant coverage for enroute navigation of
aircraft flying at high altitudes, their line-of-sight range is proportionately
less at 'ow altitudes so that they degenerate to short-range homing aids for gener-
al-aviation users who are limited to altitudes less than about 10,000 ft. It can
be seen tiat for the low-altitude user, there are vabL areas in Alaska where there
is no effective coverage by VOR/DME.

It is instructive to provide a brief description of the operation of the moni-
tors and the determination of differential corrections. We begin by expressing th':
known location of a monitor in terms of standard phases. A standard phase is de-
fined by a monitor location, an Omega transmitter location, an Omega frequency, an
assumed propagation velocity, and a geodetic model. First, the p-opagation range
between a monitor and an Omega transmitter is calculated using an appropriate geo-
detic model. Next, the propagation range is expressed in wavelengths fnr the par-
ticular frequency. Finally, the integer number of wavelengths is discarded and the
fractional wavelength is retained. This fractional wnvelcagtn is known as a stan-
dard phase and it is a highly sensitive indicator of monitor location. Standard
phases from three Omega transmitters define the location of a monitor uniquely ex-
cept for lane ambiguities.

OMEGA (2)

STAIO_ BEACON (3)1 SYSTEM (4)-- •.RECEIVER N--- EGR.A (6)

--- (1) DEVELOPED BY TRANSPORT CANADA.

mi (2) BUILT AND MODIFIED BY TRACOP, INC.

(3) BUILT BY BENDIX, MODIFIED BY SCI (VT).
OMEGA NbB ' (4) DEVELOPED BY SCI (VT).

RECIVER RANSITTER (5) SUPPLIED BY FAA.
I (6) FAA CONVAIR 580.

MONITOR STATION (1) (

L---------------

Figure 3. Differential Omega System Configuration
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SWe nsuxt consider the arithmetic involved in providing a differential correc-
- • ~~tion. Esc~h monitor rezeiving s~••- consists of three Omega receivers, a RubidiumS~frequency standard driving a •requenc 7  'vnthesizer and a microconputer., The fre-
. • ~ouei•cy synthesizer provi$-s •,table ouatputs ,, 10.2, 11.33 and 13.6 kHz. Each Omega

receiver is tuned to ,jne of the three frequencies aind usually receives signals from

14O

Stations A, C, D, and H. Pt each frequency, the phase of a signal from one trans-
difference is transmitted as a correction. We have, for each signal,
frequenc iscompare driving tehas ieften loalqynthesized inl and a ircmueThe phae-

-- C'~r - •r) (1 C )

where si - standard phase
e is t= measured signal

Si c local reference phase

d r = differential correction.

Ideally, the local reference phase Or would be identical to the phase at the
Omeg: transmitter in which case Eq. (1) would express the relationship: True Range
- M•ieasured Range = Range Error. In fact, the local reference phase differs from
the transmitter phase by an arbitrary unknown value. Because of the precision af
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the local frequency reference, however, the unknown phase difference between the
monitor local reference and the transmitter varies quite slowly. The local refer-

ence phase disappears in the process of forming an LOP which, as we have stated,
involves forming phase differences between signals measured from two transmitters.
If we apply this process to Eq. (1) for any two Omega transmitters labeled No. 1
and No. 2, we have

-'sl - (Oml - Ord = Al (2)

Os2 - (mPm -"r) = A2 (3)

Subtracting Eq. (3) from Eq. (2) yields a quantity A1 - A2 which is a correc-
tion to be applied to an LOP and which is independent of the local reference phase
at the monitor.

In this experiment each phase correction as expressed by Eq. (1) was transmit-
ted via the NDB- The appropriate combinations, as expressed by the difference A1
- A 2, were performed by the navigation computer within the avionics according to
the LOPs being computed. A complete correction message was transmitted every ten
seconds and consisted of twelve correction values; i.e., four transmitters at three
frequencies jach.
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The experiment described herc .ook place during the period October 16 th.rough
October 24, 1980, and February 23 through 27, 1981, and was conducted in four
parts. The first part involved Differential Omega navigation while the aircraft
was rarked at a known location. Tei-second samples of navigational solutions firm
the avionics were recorded for fifteen minutes each on several occasions, yielding
statistical performance data at a fixed location free of the complications associ-
ated with flight testing. The second part of the experiment consisted of record1,,g
phase data in one-minute samples for several days as received by the monitors a,
both Merrill Field and Deadhorse. The measurement data taken from each monitor
provided information on diurnal variations in phase associated with regular iono-
spheric behavior. Comparison of the phase data between the two monitors yielded
information on range decorrelation error for Differential Omega. The third part of
the experiment involved flight tests performed during routine flights of the air-
craft out of Anchorage International Airport. These tests yielded information on
in-flight performance of Differential Ovega in terms of accuracy and maximum range
of the data link. The fourth part of the experiment involved dedicated flightq ýf
the aircraft aiong a localizer beam at Elmendorf Air Force Base in ordeL to obcain
estimates of Differential Omega navigation accuracy under conditions approximating
non-precision approach operations.

Differential Omega Ground Tests

The Differential Omega ground tests were perforned as follows. The aircraft
was parked on a pad at Anchorage International Airport. The monitor computer at
Merrill Field was loaded with che appropriate standard phases. The system was
operated in the Differential Omega mode using correction data from the monitor at
Merrill Field. Navigation solutions at the aircraft based on ten-second szmpling
periods were recorded for fifteen minutes. The standard phase values in the moni-
tor computer were then modified to simulate a displacement of the monitor two miles
nortb of its actual position. Ten-second samples of navigation solutions at the
aircraft tere again recorded for fifteen minutes. The standard phase. values in the
monitor computer were then modified to simulate a displacement of the monitor two
miles west of its actual position. Ten second samples of navigition solutions at
the aircraft were again rucorded for fifteen minutes. The thr,e sets of measure-

ments were performed
North twice, once between 11

AM and 12 noon, and once
Magnetic between 6 PM and 7 PM

North local time.

Figure 6 illus-2NM North trates an example of the
Sresults obtained from

.I. .. , the Differential Omega
ground tests. The ori-

2j-. / gin of the plot is de-
fined to be the pad lo-
cation, 61 0 10'27"N,

I149 0 58'06"W, and the
2 N4 West 1 plotted points represent

t the navigation solutions
obtained during the

Standard tests. The three groups

West .East of solutions correspondWest ,, -- : ,,East
2 1 to the three sets of

2 standard phases loaded
Nautical Miles into the monitor compu-

ter. The results shown
in Figure 6 are repre-
sentative of all results
obtained from the Dif-
ferertial Omega ground
test.2

South Analysis cf th- re-
sults of these testsFigure 6. Representative Resu-ts of Differential Omega Ground yields tue following ob-

Teste, October 19, 1980. servations.
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(a) The 2-D RuS .alue (95%) of the ten-second navigation solutions was about 0.25
nautical miles. Since the sampling rrte was not adjustable, there was no op-portunity to investigate the dependence of random error statistics on sampling
period.

(b) Mean error of the test data was about 0.5 nautical miles eastward, 3.25 nauti-chl miles northward. This error is not necessarily attributable to Diffe'en-tial Omega per se, since it could easily be caused by survey errors at the
monitor or the aircraft pad.

(c) Mean error at any single location can be zeroed out by adjusting the standardphases at the monitor. Adjustment of the mean error had no observab2e effect
on the random error component of the navigation soh'tions.

Monitor Phase Correlation Tests

Received Omega phases at the Merrill Fie~d and Deadhorse monitors w3r6 sampledand recorded at one-minute intervals nearly continuously for severa) days. Phasedata at each monitor yielded information on (a) long-term drift of the monitor fre
quency sandard relative to
the standard of the Omega

DEPOHORSE transmitter network, (b) di-1.0 - - 7 urnal phase variations as-
0 J# 10.2 KHZ sociated with regular iono-

-- spheric effects, and (c) the
presence of phase anomalies

S0.ý5 with periods greater than
one minute. In addition,
comparison of phasus between
the two monitors yielded !n-o ___________ _ . formation on the range de-

navigation solutions betweenthe two monitor locations.
S/ / 13.6 KHZ

ýKZ .. Figure 7 illustrates 24
0.5 -hours of phase data recorded

J. sat the Merrill Field andS STATION D Deadhorse monitors. Curves
=STATION A are presented for signals at

SI0 I - - I I I 1 10.2 kHz and 13.6 kHz from- 0 4 8 12 16 20 stations A, C, and D. Sta-
STIME, GMT tion H was temporarily offSG the air during these mea--surements. Phase is mea-1.0 MERRILL FIELD s'ired modulo one cycle and

J.• . "cycle rollovers are reflec-C" 10.2 KHZ %tions of continuous phase
variations.

0 .5 Examination of Figure 7
reveals the following fea-
tures:

0C (a) There is great similar-
0.1 _ ity in the gross behav-

ior of corresponding
signals at 10.' kHz and

1 .0 13.6 kHz although fine
0.5 structure appears to be;13.6 KHZ uncorrelated.

(b) Diurnal phase varie-
tions are most pr.-
2iiance,! and most regu-

16020 lar from station D, :and0 4M 8 M 12 16 20least pronounced andTIME, GMT least regular from ,ta-
FIGURE 7. OMEGA MONITOR STATION t ion A. These observa-

PHASE MEASUREMENTS, OCTOBER 23, 1980 Ir.s are consistent
Sthe facts that
agation from D is
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essentially through midlatitudes along a meridian where ionospheric behavior
is well-behaved and daily solar zenith angle variations are large; whereas
propagation from A is through the polar cap which is less regular and where
daily solac zenith angle variations are small.

(c) There is evidence of a slow (one-half cycle per day) drift in the phase of the

Deadhorse frequency standard with respect to the standard of the Omega trans-

i•itter network. This effect is evident at both 10.2 kHz and 13.6 kHz. Any

drift at Herrill Field is mich smaller and is not readily discernable over a

24 hour period.

Comparison of the phazes received at the tvio monito:s can provide information

on the correlation of Omega signals bet.,en the two monitois. The degree of cor-

relation is a direct measure of the utility of Differential Omega over the distance

between the cwo monitors.

The description of range correlation can be approached in the following way.

Suppose, using the monitor at Merrill Field, one formed a differential .orrection

fron sirnals at 10.2 kHz received from stations A and C. Using a form of Equations

-1-(3), one obtains
5ACM = AAM - ACM (4)

"where 6 ACM is a differential correction to the A-C LOP formed at Ierrill Field

and Aadk and ACM are obtained from Equation (1) as applied to signals from sta-

tions A and C, respectively The number represented by SACM will be applied by a

nearby navigator as a differential correction to the A-C LOP formed by the naviga-

tor. The navigator then expects that the corrected LOP will be nearly errorfree.

The A-C LOP can be combined with two other LOPs in the navigacor's computer to form

the desired fix. Let us nov. repeat the ?rocess, using the Deadhorse monitor. We

have, analogous to Equation (4)
6ACP = AAP - ACP (S)

where subscript P refers to

0.2 -- - - the Deadhorse monitor. Let

~ us now imagine a navigator
/ ~hovering directly over the

\ .- 
Deadhorse monitor who pur-

GM~I -ports to navigate with Dif-
0 .. -8 1••. 6,.-20, ferential Omega using ei-

/ ther the Merrill Field cor-
-rections described by Equa-

----. 4 • tion (4) or the Deadhorse
--0.2- corrections described by

I Equation (5). If there
were perfect 'orrelation

S10.2 KtZ between Merrill Field and

-- 0.4 Deadhorse, the result
should be independent of
which monitor is used, thus
perfect correlation implies

S" 13.6 KHZ that, at each instant of
time, 5ACP 8ACM The
extent of disagreement be-

tween the two sets of dif-
ferential corr.ctions is,

0 -8 GMT 12 6W J.... 20.- therefore, a measure of the
lack of correlation betweenI the two locations and may

_ I% be described as range de-

-C.- 2 correlation error for the
e pair of locations.

Figure 8 illustrates
values of SACP - 5ACM,

A-C A = OMEGA NORWAY 5ADP - 6 DM and 6CDP

-A-- C OMEGA HAWAI &CDM: that is, range

D-- 0 OMEGA H. DAKOTA decorrelation errors be-
.C O .tween corresponding LOP

Figure 8. Decorrelation Errors Between Deadhorse and Merrill corrections obtained at

Field Monitor Stations, October 23, 1980. Deadhorse and Merrill Field
for the three possible
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pairs AC, AD and CD. Range decorrelation errors between Deadhorse and Merrill
Field are seen to exhibit the following characteristics:,

(aý Gross behavior is similar between 10.2 kHz and 13.6 kHz.
(b) A diurnal pattern is evident for each LOP, but the patterr is complex and is

rot the same for all LOPs.
(c) The total range of erro- observed during the 24-hour period is about t0.2

NM. The maximum excursion of any LOP error is about 02 NM.

Although Deadhorse and Mtrrili Field are separated by about 550 NM, a much
greater range than is considerea for Differential n.ega validity, the results il-
lustrated by Figure 8 suggest that even at this range, the accuracy achievable from
Differential Omega would be comparable to that achieved with ordinary Omega. As
discussed below, nowever, Differential Omega operation was limited to lesser ranges
by signal quality on the data link.

Data-Link Range Tests

Flight tests were performed to verify Differential Omega operation and per-
formance under actual flight conditions. The flight tests provided information on
two primar) indicators of performance; maximum range of the data link and accuracy
of the navigation.

Four round-trip flights out of Anchorage International Airport were flown dur-
ing the experiment, as followst October 16, Anchorage to Galena to Anchorage;
October 17, Anchorage to Mc~rath to Ancl.orage; October 22, Anchorage to Bettles to
Anchorage; October 23, Ancho-age to Deadhorse; October 24, Deadhorse to Anchorage.
Table Ii lists the flights ind the maximum ranges of the data link that were ob-
served. Maximum rr'mge was defined in terms of received signal quality according to
an algorithm ttat ineasured error rate in the differential correction data. When
error rates exceeded a preset threshold, the differential correction message was
rejected and the mazimum range of the data link was deemed to have been exceeded.

Table II. Observed Differential Omega Maximum Range in NM

Date Monitor Outbound Flight Inbound Flight

October 16 Merrill Field 55 107
October 17 Merrill Field 128 151
October 22 Merrill Field 68 103
October 23 Merrill Field 44 ---
October 23 Deadhorse --- No dataSOctober 24 Deadhorse 198 ---
October 24 Merrill Field --- 147

The results shown in Table II suggest the following:

(a) Maximum range of the data link varied by a factor of two from day to day.
Since the routes and times associated with the flights on October 16, 17, and
22 were similar, the most likely explanation for the daily variat.ion appears
to be the level of radio noise present on the data link. In fact, concurrent
measurements of precipitation static ir a collateral experiment suggest sup-
port for this explanation.

"(b) The smallest maximum range observed during this experiment was 44 NM. There
is no reason to believe this figure could not be improved by using higher
levels of modulation at the monitor NDB or by means of other changes designed
to optimize the performance of Differential Omega.

(c) There is a strong indication of a non-uniform gain pattern in the beacon an-
tenna of the aircraft. The ratio of average maximum range on inbound flights
to average maximum range on outbound Zlights for the flights on October 16, 17
and 22 is about 1.4 and suggests a front-to-back gain ratio of 3 dB in the
aircraft antenna.

Measurements were made to determine the accuracy performance of Differential
Omega during the flights of October 16-24. The technicue used was to record simul-
taneously tamples of DME measurements and navigation outputs of the Omega equip-
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ment. DME measurements were of slant range frou the aircraft to the DME trans-
ponder being interrogated by the aircraft. DIE accuracy is considered to be about
one percent of the range being measured.

The accuracy measurements were hampered by several problems in the aircraft.
First, data from one of the two DI4Es failed consistently to record properly, thus
determinations of Omega accuracy could only be made along the direction definee by
the other DME measurement. Second, true airspeed data from the aircraft to the
Omega were not available for this experiment. Truc airspeed is an esoential input
to the Omega system, and missing or incorrect data causes significant error in the
navigation solution. Because of these difficulties, none of the flight tests dur-
ing October yielded results that are considered representative of the navigation
potential of Differential Omega.

In order to obtain performance data on navigation accuracy, atditional flight
tests were scheduled for the week of February 23-27, 1981. Equipment malfunctions
negated testing until February 27 when a single, dedicated flight was scheduled for
the exclusive benefit of Differential Omega testing.

During the portion of the flight of interest here, the aircraft was flownthree times at low al.itudes along a localizer beam at Elmendorf Air Force Base.

During each pass, the aircraft DME measured slant range to the locilizer/TACAN an-
tenna and special equipment aboard the aircraft measured azimuth location of the
aircraft with respect to the certer of the localizer beam. Following the first and
second pass along the beam the aircraft proceeded counter-clockwise to intersect
the beam again. Data were recorded every ten seconds. During these passes the
data-link range was aoout 10 NM.

Figure 9 illustrates results representative of these tests. In Figure 9 the
tips of the arrows describe the location of the aircraft at various times as deter-
mined by the localizer and TACAN. The square dots at the bases of the arrows des-
cribe the Differential Omega solutions obtained at the same times.

The results illustrated in Figure 9 suggest the following:
(a) The magnitude of navigation error in the Differential Omega solutions varied

from about 1.0 NM to about 0.1 NM during these tests.
(b) The error increased suddenly after each aircraft meneuver and then converged

to near zero with an effective time constant of 1-2 minutes. The prevalent
error was in the form of an overshoot in aircraft position.

III. CONCLUSION

The experiment described here is part of an ongoing effort to examine .he
utility of Differential Omega navigation for general aviation in Alaska and- North-
west Canada. The focus of the experiment has been on operational issues rather
than on scientific research.

The primary objective of the experiment was to evaluate the performance of a
prototype Differential Omega system using a monitor nearly colocated with an NDS
and an Omega navigator mounted on an FAA aircraft. Performance parameters were (a)
maximum range of the data link, (b,) mean and variance of navigation error, and, (C)

- range decorrelation error.

The maximum range of the data link was measured on four round-trip flights out
of Anchorage, Alaska. The observed maximum ranges varied from 44 NM to 198 NN and
appeared to depend on the level of radio noise present on any given day.

Mean and random components of navigation error were tested at a surveyed site
about five miles from a monitor. Mean error was observed to be about 0. HM and
was adjustable at the monitor. The random error was observed to be about 0.25 NM
2-D RMS.

Range decorrelation error was observed by comparing Omega phases at two moni-
tors separated by 550 N1. Maximum range decorrelation error observed during any 24
hour period was 0.2 NM.

The ground tests generally yielded results that were consis-tent with the re-
sults of earlier experiments. The random errors illustrated in Figure 6 agree
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quite well with the minimum-range results illustrated in Figure 1 [5]. The range
decorrelation errors illustrated in Figure 8 are also consistent with an extrapola-
tion of the results of Figure 1 to a range of 550 NM.

The ac.uracy results obtainea during flight tests were poorer than expected.
Some of this navigation error may be attributable to instrumentation errors which
are known to have been present. However, a significant component of Differential
Omega error is due to inalequate compensation of aircraft dynamics.

Many of the results obtained, during this experiment corroborated and extendel
earlier results. In addition, several areas were identified that require more
study. In particular, additional flight testing is required to gain more informa-
tion on the behavior of maximum range from the monitor as a function of precipita-
tion noise, aircraft antenna design, and modulation level at the NDB. Additional
flights with improved instrumentation will provide more data on navigation accuracy
of Differential Omega under various flight conditions. Finally, subseouent experi-
ments should include a transportable monitor that can be colocated at various NDB
sites to permit extended measurements of range decorrelation error at relatively

* low cost.

The program is still active and more experiments are planned. It is expected
that a.swers to many of the -uestions raised here will be answered in the months to
follow.
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MODELLING THE C & D-REGIONS

W. Swider
Air Force Geophysics Laboratory

Hanscom AFB, MA, 01731

ABSTRACT

our steady state model has b,-en shown pre',iously to give good results with resnect to the
disturbed, solar proton event (SPE), D-region. Twenty-one posttive and eight negative ions are
included in this model which requires less than one minute of computer time. The negative ion chem-
istry represents a simplified scheme which appears to provide reasonamle electron profiles for both
day and night. The model is applied here to the normal (quiet) D-region. The deduced quiet electron
profile contains a lower altitude portion which may corresDond to the so-called C-layer, where ioni-
zation by cosmic rays is dominant. This layer is not always evident. Past observation, are dis-
cussed briefly in terms of the difficulties of making accurate measurements of electron concentrations
at these altitudes, near 65 km, by means of rocket-borne instruments. We note that recent studies
by T.M. York en a!., which suggest theoretical modifications to certain in-situ probe data, lead to
electron profiles in fair agreement with our predicted (model) results. A typical computed profile
shows a C-layer upper boundary near 65 km, d (e]/dz =0, and [el 75 cm-

3
. This region may vanish

as a "layer"if NO is enhanced in the D-region and/or if Ionization from precipitating particles is
present. The "layar" also tends to disappear with decrea, ing sol,.- zenith angle.Formation of a C-
layer appears to h, compatible with our determination of a.. altitude of abouL 65 km for unity X, the
ratio of negative ions to electrons. This heiqht rises to air' .t 80 km at night for X = 1, the param-
eter being mainly a function of that solar photon radiation whirh gives rise to the detachment of
negative ions both directly and through the formation of atomic oxygen by ozone photodissociation.

INTRODUCTION

The D-region is the smallest portion of the ionosphere but yet it is the most complex region to
model and to mcasure. Measurements of electron concentrations in this altitude regime, about 50-90
km, have been accomplished by a number of techniques. Ground-based investigations have employed
(Thrane, 1974) the ionosonde, incoherent scatter, partial reflections, -iave interactions, wave
absorption and VLF/LF measurements while the application of rockets has provided for data acquisition
throigh in-situ probes, Faraday rotation and differential absorption methods, VLF/LF scalar field
measurements and VLF doppler plus a few other techniques, The variety of observational approaches
available undoubtedly are related to the difficulties of determining electron concentrations in this
region. These problems may be attributed to the low quantity of electrrns being measured (except
for those times when the concentration is greatly enhanced by precipitating energetic particles) and
the importance of electron collisions. For example, at higher altitudes (E and F regions), the
absence of slectron-neutral collisions implies that the measured in-situ probe current is directly
prolrrtional to the electron population and if a probe calibration is not performed the data can be
normalized with respect to a local ionosonde determination of the peak E or F region electron concen-
tration. The fact that electron-neutral collisions are important leads directly to chemical compli-
cations since appreciable negative ion formation, a characteristic of the lower V-region, requires
the initial three-body process e + 02 + 02 (N2 ) -02- + 0 2 (N2 ). The presence of triple collisions
also makes the positiva ion chemistry of this region far more complex than that portion of the iono-
sphere immediately above, the E-region.

In this paper, we shall argue that a model developed for the highly disturted D-region, in partic-
ular, the November: 2-5, 1969, SPE, is suitable also for the quiet D-region. The seasonal, latitud-
inal and solar cycle variations of nitric oxide, alluded to only very briefly, are a major compli-
cation in formulating a D-region model. However, computations will be shown to compare favorably
with some experimental results. It will be argued that some of the discrepancies between the model
and certain data may be due in large part to the uncertainties inherent in many of the measurements
(Thrane, 1974). A particular concern of this paper will be the lower D-region, sometimns called C-
region which from a theorettcal aeronomic scandpoint is most likely to be present when high solar
zenith angles are present and hence low ionization levels in the upper D-region for NO+ formation
Cosmic rays, almost non-varying, ionize the C-region.
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MODEL CHARACTERISTICS

The model has been run on a CDC 6600 computer and ,as an execution time of only a few seconds
on the central processor. A recent version oý the program is described fui.y elsewhere (Swider and

Foley, 1978). The current code now includes five reactions dealing with the collisional breakup of
certain NO+ cluster ions and thus has a positive ion reaction list very similar to that employed by
Reid (1977). The program encompasses 21 positive ions and 8 negative ions: O0, 02", 03-, 04-,
C03-, C04-, NO2 and 4O3-. The total number of reactions in the program iý 83, not including thefact that an ion-ion recombination rate coefficient of 5 x 10- 8cm3 sec- (Sith et al. u 1976) has

been adopted for all ion-ion neutralization processes.

The model requires en extensive input of neutral constituent data. Temperatures and total

neutral particle concentrations, [M], were taken from the 1976 U.S. Standard Atmosphere, the r'eso-
pause temperature being 187*K at 86-90 km. Values for 02 and N2 are 0.21 [M] and 0.78 [M], respect-
ively. Carbon dioxide and water vapcr concentrations have been set at 300 ppmV and 4 ppmV, respect-
ively, except for a few early computations where 1 ppmV H20 was utilized. (This difference in
[H20] has an insigniflcant impact on the computed electron concentration, [e].) Other neutral
species required ln tie computations are 0, 03. O2 (0A), NO ,nd NO2 . The concentrations for all
these species are identical t-o those used by Swider et al., (1978) in their SPE-disturbed D-region
calculations. However, we also shall consider hare two other lower ccncentration nitric oxide
profiles. In addition, an increase in [O2(1A)] has been instituted for the quiet D-region calcula-
tions with peak conccntration of 3.5 x 109cm-3 at 86 km.

The quiet ionization scurces utilized in the computations include

q(NO+) 4 x 10-"(NO] exp{-•02]H sec X 10-20}

where H is the local scale hcight, q(O2 + ), based upon the ionization of O2(0, as given by a formula
pu',lished by Paulsen et al., (3972) and an ionization rate of 10-

1 7
[M] generated by cosmic rays.

The latter rate is segiegated into 90% q(O2 +) and ±0% q(NO+) (Swider, 1969). Ionization created by
the absorption of solar X zays has been omitted. Hence, the electron concentrations calculated
above about 84 km may be somewhat low.

Computations were performed in 2 km intirvals from 40 to 90 km. The 'alculations proceed from
initial guesses for the [e] and [SPj, total positive ion, profiles. Indiviaual negative ion concen-
trations, their sum, individual positive ion concentrations, their sum, and finally a new Cel are
determined. Typically five or lees iterations are performed to reach -. e criteria that new Ce]
agree with the previous [el to 'qithin one percent. Because of the algebzaic nature of the solu-
tions to the program, results can be obtained with only a hand calculator.

DISTURBED D-REGION RESULTS

Before considering the quiet D-region, we briefly review the past success c.. the model. Fig-
ure I depicts the eAcellont agreement that w.s obtained (Swider et al., 1978) between the computed
and the measured electron profile for the ýarliest result of the 2-5 November, 1969, SPE expediticn.
Good agreerrent also was obtained between tne computations and the electron profiles measured near
noon on the two succeeding davs. The results were very encouraging in vi-w of the fact that the
negative ion chemistry schemef is quite simple, not involving hydration processes. Or. the other
hand, N02- and NOj- are essentially terminal ions and the addition of water molecules to the core
ions would not drastically alteo the results unless the respective ion-ion recombination coeffi-
cients were cha-ged sig ificantly. Laboratory evidence (Smith et al., 1976) indicates that such
coefficients depend only very weakly upon the type/mass of the ions interacting.

Good agreemnnt j shown in Figure 1 between the model an3 the up-leg data, In general, down-
leg or descent data tends to be of poorer quality than the ascent data. Photo-detachment processes
are among the 83 reactions considered, and although not evident from this figure, the discussion
in the original paper (Swider et al., 1978) reports that photodetachxnent rates twice the normal
one-way rates have been adopted because they agree better with the data., Note that CIRA 19 7 2 ,
60-N, temperature ard [M] were used in the computations for the SPE.

An important aspect of the success of the match illustrated in Figure 1 may be attrioutable to
the fact that the excessive electron content or the disturbed D-region provides fgr superior
observational results.
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FIGURE 1. Computed steady-state model (dots) compared with SPE data.

QUIET D-REGION RESULTS

Figure 2 illustrates the principal ions determined with the exact model, including [MI and T,
used for SPE conditions but without the ionization generated by precipitating protons. The computed
electron profile has a distinct sudden change 4n the electron gradient near 65 km which suggests a
separation of the entire profile into a D-regica (65-90 km) dominated by the ionization of NO and a
C-region (65 km and below) dominated by a cosmic ray ionization source,

The ratio of negative ions to electrons, X, is unity at 62 km, the same as for the SPE situa-
tion since the same minor neutral, T and [M] profiles have been adopted. The enhancement of

[02( A)] and the lower [NO] profiles mentioned two sections ago, which will be utilized later, were
instituted because of the fact that in Figure 2 too little (02+1 is present near 90 km and the elec-
tron profile at 75-85 km, particularly is somewhat higher in concentration than typical data for
this altitude region (e.g. Mechtly and Smith, 1968).

SIN O +2 2

go H,3 0+ NO+CO, NO+H'O +

80 000
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.-• 

c ; N •

CONCENTRATION (crui')
PIGURE 2. Model results for quiet conditions at a 600 solar zenith ang'le.
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The C-layer in Figure 2 is more prominent than those evinced by the aforementioned typical
data. On the rther hand, ground-based observations of the quiet )-region often include a "C-region:'
For example, Bain and Harrison (1972) derived an electron profile for summer noon and sunspot maxi-
mum conditions with a C-layer below 68 ko having a peak electron concentration of about 90 cm- at
59 ki. They found this layer provided best for a fit to measured ?6 kHz ground interference pat-
terns. Full wave analysis of 16 kHz data led Deeks (1966) to conclude that there 3s a (local) peak
electron concertration of about 10

2
cm- 3 

near 64 km. More reccntly, using VLF/L1F pulse ionosonde
"data Rasmussen et a! . (1980) found support for a C-layer about 6 km thicY with estimated electron
concentrations of 60-160 m-

3 
at 63 to 69 ku in the daytime (December) ionosphere. There are vari-

ous complications inherent in determining electron concentrations from ground-based observations and
Sternina (1975) claims that [el cannot be determined explicitly from eistant VLF fields.

The situation is much less clear when it comes to in-situ dato obtained with rockets, which
although probably the best data above 70 km, may suffer from interpretation difficulties and insens-
3tivity problems below 70 km (Thrane, 1974). There are data (Bowhill and Smith, 1966) documenting
the development of a distinct C-layer near 65 km as the sun rises. However, this layer generally
appears to vanish witn -espect to daytime data obtained with rockets (Mechtly end Smith, 1968).
There are exceptions even within tho large U. illinois data base. An early result 1rom a rocket
(Nlike Apache 14.143) launfhed from Wallops Island, Virginia, on April 16, 1964, at a solar zenith
angle of 600 evinces a clear C-layer with , p,.ak concentration of about 60 electrons cm-

3 
at 64 km

and with 10 cm-
3 

at 55 ken (Mechtly et al., 1967) . A so-called "anomalous day" profile and a summer
day profile for the same location and solar zenith angle contain a C-layer similar to the model in
Figure 2 except that the data is about a factor of two lower in concentration for the anomalous case
and somewhat worse fo'- the other case (Sechrist at al., 1969).

York (1979) has recently re-examined some D-region data obtained with rocket borne blunt
prcbes (U Illinois resvlts are derived from Faraday rotation and differential absorption). Figure
3 is taken from York's (1970) third figure, The circles represent electron concentrations reported
by Mechtly (1974) which are determined from differential absorption below 83 km. The curves marked

spectively, in terms of a flax limit and certain mean free path limits. The point we wish to stre-s
is that both interpretations lead to a C-layer structure similar to that provided by the model, the
solid curve, which was shown also in vigure 2.

One feature of the model which may require further revision is the low total ion concentration
near 65 km, about 70 cm-3 (rigure 2). Eddy transport, if incorporated into the model, might tend to
fill in thjs valleý, However, the eddy diffusion time constant, T = R

2
/2D, where H is th.- local

scale height (- 6 Ym) and D the eddy diffusion coefficient, 'u 3 x 105 cm
2
/s, has a value of about

6 x 105 5. Tnis time appears to be much longer than the positive ion lifetime, about one hour for
this altit, e, but the negative ion lifetimes are as great as 1.7 x 105 S.

90
0

X 0610 00

80- 5DEC 19720

E0  WALLOPS IS, VA 00 00

E 070 0- 0

500 0

60-

Iol 100 101 102 13

ELECTRON CONCENTRATION (cmn)

FIGURE 3. Electron distribution model (solid curve) compared to data (see text).
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QUIET D-REGION VARIABILITY

Three different D-region profiles and their related nitric oxide profiles are exhibited in
Figure 4. The largest [NO] curve was based upon ihe analysis of the 2-5 November 1969 SPE observa-
tions and provides for the lurgest Ce] profile shown, which is pr-cisely the profile illustrated in
the previous two figures. The middle (NO] and [e] distributions ripresent an attempt to match
better the rocket data (e.g. Mechtly anad Smith, 1968) while the lowast [NO] profile yields an elec-
tron profile in even better agreement with the rocket-associated data which shows an average [e] of
only 200-300 cm-3 for a solar zenith angle X = 600 at Wallops I.land, Virginia.

NITRIC OXIDE CONCENTRATION (cni')

OG Io g0' "l 10t

90 -

"Io . ..

~~60

50

5 0 
. IN,

40

1 00 101 IOZ iOo

ELECTRON CONCENTRATION (Cm"
3

)

FIGURE 4. El-ýctron profile-, computed for a 600 solar ztnithi angle using three different [NO) profr-ies.,

The lowest (NO] distribution •s taken from a study by Swider (1980) and corresoonds to a rcugh
best fit of the nitric oxide profiles obtained through the use of rockets in the musosphere. This
distribution was weiqhted heavily near 80 km in terms of the lowest concentrations observed. Inter-
estingly enough, this curve is quite similar in shape to an [NO] distribution determined theoretical-
ly by Ogawa and Shimazaki (1975) excepc that their profile lies even lower, by about a factor of two,

The natural variation of nitric oxide with latitude, season and solar activity cannot be over-
emphasized. Nitric oxide concentrations derived for 105 km from the UV data of Atmosphere Explorer
satellite C have been found (Cravens ard Stewart, 19'8) to be 2-3 times larger and more variable at
high latitudes (up to 680 geographic} as compared to equatorial latitudes. During strong magnetic
storms, [NO] can be enhanced even a, the equator. The first itric oxide band absorption measure-
ments obtained with a satell3te yiein a factor of 4 sunrise to sunset variation in [NO] at 85 km
for 130* latitude compared to a predicted value 'Massie, 1980) of 1,9.

In Figare 5, the median profile given in Figure 4 is reproduced. In addition, electronic dis-
tributions are given for solar zenith angles of 00 and 75.50 (sec X = 4) using t'ie identical nitric
oxije concentrations utxlized in computing the 600 case. This figure demonstrates how the C-layer
tends to vanish with high solar zenith angles as q(NO+) increases prominently in the region above
60 km as the sun, riser higher in the sky. Vertical, one-way non-deviative linear absorption at
3 MHz is 5.6, 4.4 and 3.7 dB for X = 00, 600 and 75.5*, respectively.

Another variation that cculd be, but has not been, introduced is that associated with varia-
tions ýn the cosmic ray ionization source. The ionization rate selected, I0-

1 7
[M], is appropriate

for mid-latitude conditions, but the actual local rate, which is mainly a function of latitude can
be one-fifth lower at the equator for high solar activity and twice as great at the highest lati-

tudes for low solar activity (Swider, 1969). These ionization rates wouli alter the electron con-
centration at 65 km by about a factor of 1/ 5 and 2, respectively, i.e., to about 30 cm-3 and
102 cm-

3
, since electrons are lost primarily by dissociative recombination at this height, where

= 1. Thus, the formation of the C-layer is more likely at mid-to high-lat.tudes where not only
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thc solar zenith angle is generally hioher but also where the ionization rate due to cosmic rays is
greatest. However, the presence of a high latitude C-layer may be eliminated by a sufficient num-
ber of precipitating particles creating ionization in the 65-80 km regivn.

Iri the section, "Quiet D-region Model", an altitude of 62 km was cited for the case where X,
the ratio of ne.ative ions to electrons, is unity. However, this result was obtained from calcula-

* tions wh4ch were associated with the SPE, 600N CIRA 1972 densf"ties and temperatures. The applica-
tion of the U.S. Standard Atmosphere densities and temperatures for subsequent computations using
the middle and low (NO] distributions resui..ed in an altitude of 69 km for unity X. (This is mainly
related to the different [M].) Recent determinations of this altitude from Thomson scatter srectra
yeild an altitude of about 69+1 km for suzmea noon at Arecibo, Puerto Rico (Ganguly et al., 1979).

90 X , '75.5'

80
66

0 0

60
-C

50

40

"--• ' ' I'''1 0101 I II o2' Io3 ,, , I e l ,

ELECTRON CONCENTRATION (cn- 3 )

FIGURE 5. Electron profiles computed for several solar zenith angles.

NIGHTTIME CONDITIONS

In general, there is basically no D-region at night except tnder sufficiently disturbedc con-
ditions. For the quiet D-region at night only ionization generated by cosmic rates is present.
(Some scattered HLy a and HLy 8 radiations are present in the E-region.) The absence of photo-
processes results in a rise of the altitude for unity X to about 80 km ac night (Ganguly et al.,
1979) with a similar altitude under SPE conditions, 78+3 km (Swider et al., 1971). The altitvde of
unity A is strcoigly related to the region where atomic oxygen virtually vanishes at night. Atomic
oxygen inhibits negative ion formation by destroying the initial negative ion made in the D-region.
The process is 02- + 0 -03 .9 e and O- 1 02 and although each path is approximately equal, 0- + 0 -
02 + e. Ptomic oxygen typically has a large concentration, > 10I cm- 3 near 90 km by night and day,
but at night the concentration drops to >109 cm- 3 at 80 km and less% than l05 cm- at 75 km. Where

atomic oxygen is negligible at night, negative ion in.tiation and subsequent ionic processes pro-
ceed mugh more rapidly than in the daytime towards the formation of highly stable, clustered, ions.
For the quiet nighttime D-region, only a few electrons exist at 80 km (Knight, 1972) with virtually
nonc beloa this altitude.

: • SUMM4ARY

We iave presented a steady-state model of the D-region which has been successful in describing
data from the 2-5 November, 1969, SPE (Swider et al., 1978). We have shown here that this model
may be suitable for the quiet D-region also and that a C-region may be present at times.- TN.e latter
region is most likely when ionization at altitudes of 65-80 km is low as, for example, at high solar
zenith angles (high latitudes thereby favored) with low or moderate ?TO levels and, of course, no
significant precipitation by energetic (ionizing) particles. Ionization generated by cosmic rays,
the source of the C-region, is greater at high latitudes.
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Comparison of ouL model with experimente t•. i is fair,with observations obtained through use

of rockets being less likely to evince a C-I nan ground-,based VLF/LF meaaurements. However,
there may be sufficient uncertainty in the D-req .on dat-a base, whicl, we estimate must exceed at

ieast 100 published profiles, to date, to bring into question the precision of the data, particu-

larly near 55-6o km,witt. respect to che results obtained with the model.

We find that th) model predicts few electrons at night for the D-region which appears to be in

"accord with the available information. The altitude of the ratio of negative ions to electrons, X,

rises, for a value of unity, from about 65 km by day to asout 80 ,.'. et night.
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THE APPLICATION OF AN IONOSPHERIC MODEL FOR PREDICTING RADAR-PROFAGATION EFFECTS

GEORGE H. MILLMAN
GENERAL ELECTRIC COMPANY
SYRACUSE, NEW YORK 13221

ABSTRACT

The Penn State Mark I ionospheric model is employed for the prediction of propagation effects such as
angular bending, range-time delay and Faraday polarization rotation on radar performance. A suggestion for
improvements in ionospheric modeling is presented.

INTRODUCTION

The performance of HF radar systemi that are designed to detect targets at over-the-horizon distances
are being evaluated utilizing the ITS-78 (Barghausen et al., 1969) and the IONCAP (Lloyd et al., 1978) iono-
spheric models. These models, which are in the form of computer programs originally developed by the Insti-
tute for Telecommunication Sciences for HF communication systems, are not readily applicable for the evalu-
ation of the performance of VHF and UHF radar systems.

In the design of VHF and UHF radnr systems for detecting and tracking earth's satellites and ballistic
missiles, it is necessary to take into account the detrimental effects of both the troposphere aud the ionosphere
since both media can impose limitations on system capability and performance. In this paper, only the effects
of the ionospheric medium on radar propagation are considerea.

The analysis of propagation effectb on transionspheric radar systems can be accomplished by employing
ionospheric models such as those developed by Nisbet (1970), Damon and Hartranft (1970), Bent et al. j1972)
and Ching and Chiu (1973).

In this oaper, Nisbr' . model, i.e., Penn State Mark I ionospheric model, is used in the estimation of
the range and elevatdoi angle bias er ors and the angular polarization rotation that could confront a radar lo-
cated in the midlatitude. An evaluation is made of the ionospheric propagation effects as a function of time,
season, sunspot number and vari as azimuth-elevation angle orientations.

MATHEMATICAL FORMULATION

Range Error

Time delays or range errors are always inherent in the measurement of positional data of space veh.cles
by radio waves. This is due to the fact that the velocity of electromagnetic propagation in the ionosphere is
slightly less than the free space velocity. In other words, the presence of the ionosphere tatroduces an increase
in the effective group path length relative to free space.

_ The range error, A R, is the difference between the apparent range, R., and the geometric range, R, or

AR Ra - R (1)
Utilizing Snell's law for a spherically symmetrical surface, it can be readily shown (Mlllman, 1965)

from Figure 1 that

r 2 1/2

R - r dr (os2ERa no rO cos EO ro or (2

0409
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J • and

R 2 + (rO+h)2 -2rOl(r +h) cos 0 1 (3)

where r is the radius of the earth, no and n are the indices of refraction at the earth's surface and at the alti-

toid-, h, respectively and E is the apparent elevation angle of the ray at the earth's surface.

The central angle, 0, is given by

Ar 0 r n ro 1/2

! ~n r - 1 dr (4)

r0 r, no coO/ J
* and the radial distance, r, is merely

r = ro +h (5)

The index of refraction in the ionosphere is defined by

S• N e2 1/2

n = 1 e _. 2(6)S4•2 o me fJ

where Ne is the electron density (electrons/m3), eis the electron charge (1.6 x 10-19 C). co is the electric

permittivity of free space (10 -9/367r F/m), ine is the electron mass (9.1 x 10-31 kg) and f is the frequency of
the incident wave (Hz).

It is noted that the ionosnheric refractive index is also a function of both the electron collision frequency
and the earth's magnetic field. For frequencies on the order of 10 MHz and above and, at altitudes greater than
80 kin, the effect of the collision frequency term on the index of refraction is negligible (Davies, 1965). The
refractive index, as defined by Equation (6), is applicable for estimating the magnitude of ionospheric propaga-
tion anomalies such as range error and angular-refractive bending.
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It can be shown that, for frequencies in the VHF ramgr and above, the ionospheric range error can also
be exp.-essed by the relationship

2 a
AR 2 e Ne ds (7)8 T E o m f2

o e 0

where ds is the differential distance in the direction of propagation.

It is evident that the range error is inversely proportional to the square of the frequency and directly
propordI,•nal to the integrated electron density, i.e. electron content, along the transmission path.

Refractive Bending

When radio waves traverse the ionosphere, they undergo a change in direction or refractive bending.
This phenomenon, which results from the nonhomogeneous characteristics cf the medium, introduces an error
in the measurement of the angular position of a space vehicle.

The elevation angle error, AE, can be evaluated from the expression

AE = E -E (8)

where E, the true elevation angle, is given by

E = cos- 1  r0+hn (9)

Faraday Polarization Rotation

A linearly polarized wave when propagating through the ionosphere separates into two components, both
in the general case elliptically polarized with opposite senses of rotation. However, for frequencies in the VHF
range and above, the waves are circularly polarized. Since the two waves travel with different velocities of pro-
pagation, their phase relationships are continuously being altered. On emerging from the Ionosphere, the waves
recombine to form a linearly polarized wave whose plane of polarization has been rotated with rerpect to that of
the incident wave. This phenomenon is thE result of the interaction of the electromagnetic wave with the elec-
trons in the presence of the earth's magnetiz field.

The amount of angular rotation, Q (rad), experienced by a linearly polarized wave traversing a one-way
path in the ionosphere can be represented by the function (Millman, 1974)

3, a

wr i 8r 2 ce•o 2f2 f NBcos ds (10)

where c is the free space velocity (3 x 108 mis), B is the magnetic induction (Wb/m 2) and 0 is the propagation
angle, i. e., the angle between the magnetic field vector and the direction of prupagation. This expression is
valid for the quasi-longitudinal mode of propagation.

In the computation of the polarization rotation, the earth's magnetic field was approximared by a series
of spherical harmonics (Chapman and Bartels, 1940). The set of 80 spherical harmonic coefficients for epoch
1965 derived by the International Association of Geomagnetism and Aeronomy (IAGA, 199) was used to specify

,-- - the magnetic potential function.

According to Equation (10), the angular rotation is inversely proportional to the frequency squared and
directly proportional tc the Integrated product ef the Oiectron density and the component of. the earth's mngnetic
field In the direction of propagation.
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DISCUSSION

The Penn StatL Mark I Ionospheric Mode) which was used to estimate the range and elevation angle bias
errors and the magnitude of the Faraday polarization rotation was developed by Nisbet (1970). The model is in
the form of a computer program that describes the electron density profile between g20 and 1250 km altitude as
a function of geographic coordinates, day number, time of day, and solar activity. Although the ionosphere is
dynam!c in nature, a static-equilibrium model is eruployed. The program is reasonably accurate for the mid-
latitudes although it can be used with discretion to model the ionosphere at other locations.

The electron density profiles are basically controlled by the local production and loss of Ionization. This
assumption is reasonable up to an altitude of approximately 180 kIn. Above this altitude, the validity of the
assumption becomes questionable until about two scale heights above the maxim-im ionization level where the
electron density is, for the most jart, controlled by diffusion and gravity.

The model was used to ganerate, for a sunspot number (SSN) of 10 and 60 and for the months of June and
December, the hourly values of electron density profiles at an assumed geographic coordinate 38N, 40"E, which
corresponds to a geomagnetic latitude of approximately 35"N, and for three locations north of the site and three
locations south of the site, each separated by a 10' geographic latitude.

The data for the six additional locations yielded latitudinal-electron density coverage and information on
the existence of north-south electron etens:ty gradients. Since the hourly values of the electron density profiles
can be coverted directly to 11 longitu~ral values, the east-west gradients were also available.

For specified antenna beam orientations, i.e., azimuth angles of 0, 90', 180%, and 270" and elevation
angles of 2, 5', 10", 20', 30%, 40" and 60%, the electron densities along the ray paths were determined by linear
interp.Aatfon within the electron density grid.

I be vertical Ristebutiond of electron density at approximately local noon along the 40'E meridian for the
months of June and 1 )i.emler, and for a SSN of 60 are plotted in Figures 2 and 3, respectively.
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1 1 

[LEcT A ELECTNOU DENNTY (X1011 ELECTRONWO,)

Figu'c- 2. Vertical Distribution of Electron Density at Figure 3. Vertical Distribution of Electron
Appr'ximataly Local Noon Along 40WE Density at Approximately Local
Meridian for Jnv and Sunspot Number Noon Along 40.E Meridian for
of 60 December and Sunspot Number

of 60

It is apparent that thb magnitudo and he!ght of the max',num ionization, i.e., F-layer peak, Is latitude
dependent, the minlinunm elec, -on densily and layer height ex~uting in the northern latftudes.

The maximum elict:n e•nsity which appears at 18"N Is itud- can be rea-dily explained. Studies of the
behavior of the Ionosphere havo revealed that the geographic variations of the F-layer electron density are geo-
magnetically controlled. That is, when the sun is over the geomagnetic equator, the electron density of the
F-layer peak is found to maximize at approximately -10* geomagnetic latitude. This is in the vicinity of the
geographic coordinates 18WN, 40TE, with a trough located near th( geomagnetin equator.

Figures 4 and 5 illuStrate '•le diurnal variations of the vertical distribution of electron density for June
and December at a SSN of 6v, respectively. It is seen that the electron density reaches a maximum at local
noon In June while, in Decen-ter, it occurs at 1000-h local time. This asymmetry in the electron density-
diurnal curve is a typical char".•1rstin of the ionosphere: It Is knowu that, depending on the geographic loca--
tion, season and epoch o,' the sb1s1t cycle, the diurnal ma.imum of the F-layer electron density can occur
practically at any tire of the &dy,
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Figure 4. Diurnal Variation of Vertical Distribution Figure 5. Diurnal Variation of Vertica]
of Electron Density at Geographic Distribution of Electron Density
Coordinates of 38°N, 40WE for June and at Geographic Coordinates of 38°N,
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Number of 60

The seasonal variation of the electron density distribution at the radar site for a SSN of 10 and 60 is pre-
sented in Figures 6 and 7, respectively. The Juie and December noontime values are comparatively the same
while the nighttime values show a marked difference. It is noted that the electron density is a function of solar
activity, increasing with increasing sunspot number. Evidence of the winter anomaly phenomenon, i.e., the
daytime value of electron density is higher in the winter than in the summer, is shown in Figure 7 and also in
Figures 4 and 5. The winter anomaly is a characteristic of only the daytime; the nighttime electron density
values are always higher in the summer tnan in the winter.
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Figure 6. Seasona Variation of Vertical Distribution Figure 7. Seasonal Variation of Vertical Distribution
of Electron Density at Geographic of Electron Density at GcographicCoordinates of 38°N!, 40°E for a Sunspot Coordinates of 38°N, 401E for a SunspotSNumber of 10 Number of 60

Theoretical estimates of the range errors at a frequency of 425 MHz that could be encountered in the
sourtherly direction at a SSN of 60, at local noon and in the months of June and December, are presented in
Figures 8 and 9, respectively. It is evident that, at 10° elevation angle, the maximum bias range error is on the
order of 691 ft in June while It increases to about 7t83 ft in December.

It is found that, at 0° azimuth, the maximum range errors evaluate to 353 ft and 485 ft for June and
SDecember, respectively. In addition, the range errors are reduced by a factor of approximately one-half to one-
-fouth during the nighttime. For a SSN of 10, the range errors are. about one-half the magnitude calculated for
a SSN of 60. It is possible that the bias range errors at a SSN of about 110 could be a factor of 2 greater than
the sunspot 60 results.
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SExamples of the ionospheric elevation angle errors at 425 MHz are plotted in Figures 10 and 11 as a func-
tion of range. While the range error increases monotonically with distance, the elevation angle error attains a
maximum at a range which is a function of the angle of elevation and the ionization distribution along the propa-
gation path. The error maximizes at altitudeE above the peak of the F-layer. For the June data, Figure 10, the
path altitude at which the error reaches a maximum is appro~imately 700 km at 10° elevation angle error, 570 km
at 20%, 540 km at 30* and 500 km at 40%.
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Figure 10. Elevation Angle Error as a Function of Figure 11. Elevation Angle Error as a Function of
Range for a Sunspot Number of 60 in Range for a Sunspot Number of 60 in
June December

According to Figures 10 and 11, the maximum error at 10' elevation angle and 180' azimuth is on the
order of 0.35 mrad ivhile calculations show that the corresponding maximum error in the northerly direction is
only 0.27 mrad.

For similar azimuth -elevation angle conditions and seasons, it is found that the maxl.mum elevation angle
errors at a SSN of 10 are about one-half of that at a SSN of 60. The maximum errors at A000-h )ocal time and a
SSN of 60 in June are less than approximatelv 0.10 mrad.

Theoretical estimates of the Faraday polarization rotation that could be encountered in the summer at a
SSN of 60 are depicted in Figure 12. The 270' azimuth angle calculations are not included since they are on the
same order ol magnitude as the 90' azimuth data. The interesting feature to note in Figure 12 is the reversal in
the slope of the polarization rotation vs altitude curve at 0' azimuth. The reversal point corresponds to the alti-
tude at which the ray path experiences perpendicularity with the lines of force of the earth's magnetic field. It is
seen that the angular rotation is a maxirmum in the southerly direction and a minimum in the northerly direction.
The nighttime values are approximately a factor of 2 to 3 less than the daytime results while the sunspot 10 data
are about a factor of 1. 5 to 2 less than the sunspot 60 predictions.
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CONCLUSION

Ionospheric models which are dynamic in nature, i. e., electron density specified as a function of time.
space and solar-geophysical -conditions, can be applied to the prediction of propagation effects on transiono-
spheric radar systems.

The range and elevation angle errors and angular polarization rotation that can be deduced reveal for the
most part only estimates of average ionospheric conditions. What is required oy the system analyst is an indi-
cation of the accuracy of the predictions. The statistical parameters that should also be provided by an iono-
spheric model are the standard deviation and the upper and lower decile values of the error estimates.
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ANOMALOUS IONOSPHERIC REFRACTION ASSOCIATED
WITH THE AURORAL ZONE

J. V. EvJrsý and R. H. Wand+
XM.I.T. Lincoln Laboratory and +NEROC Haystack Observatory

Lexington, Massachusetts 02173 and Westford, Massachusetts 01886

INTRODUCTION

Refraction in the earth's troposphere and ionosphere can limit the precision
with which a search radar can locate the position of a satellite or ballistic
missile. As illustrated in Figure 1, the bending of the ray path in both regions
serves to increase the apparent elevation ove- Lhe true elevation. The apparent
range to the target also is increased.

Figure 1. Diagram illustrating the effects of
refraction in the tr:)posphere and the ionosphere.

Table 1 gives the magnitude of the two errors at 20 elevation and indicates
approximately how they decrease with elevation.

TABLE I
Atmospheric Piopagarion Effects (20 apparent elevation)

Peak Bias Tropospheric Ionospheric (UHF)

AR (i) 48 ±3 25-500

a El (m. deg.) 390 ±20 2-60

Elevation El - El-
Dependence
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The tropospheric error is independent of frequency (at radio wavelengths) and falls
off 16ily rapidly with increasing elevation. The ionospheric errors vary as 1/f2

(fc.' frequencies greater than about f = 50 MHz) and those quoted in Table 1 are
for • = 400 MHZ. Ionospheric errors are much more variable and do not decrease
,'ap;d~y with increasing elevation.

Between February 1969 and July 1973, the BeAl Telephone Laboratories and the

Lincoln Laboratory conducted a joint study to investigjte the limitations imposed
by naturally occurring propagation effects on defensive radar systems operating at
UHF. The study encompassed a program of field measurements, largely conducted at
the Lincoln Laboratory Millstone Hill Field Station (42.6 0 N. 71.5 0 W) and an
associated program of data interpretation, theoretical analysis and model building
conducted at BTL (under the direction of J. H. W. Unger).

The results of the program are applicable to studies of the performance of any
radar system operating at VHF or h*gher frequency in the northern continental
United States and, as ouch, were repnrted in some detail in various techn*cal
reportsi and papers 2 ' 3 . The experimental program conducted at Millstone Hill is
described in three technical reports dealing respectively with the instrumentation
employed 4 , calibration of the instrumentation5 , and the resu,ts .

Broadly stated, the initial objectives of the Radar Propagation Study program
were to determine ;f there are anomalous propagation effects associated with the
auroral regions of the ionosphere that would degrade the performance of defensive
radar systems. It was feared, for example, that severe angular refraction would be
encountered for ray paths that trave-se auroral arcs. These and other short-lived
tracking perturbations were expected to manifest themselves in altering the
apparent position of a target at UHF, but would not be seen at L-band (where
ionospheric effects are considerably weaker). Accordingly, the experiments were

planned to provide a simple comparison of apparent target position at these two

frequencies. Since tropospheric refraction is frequency independent in the

radiowave band, it was expected that this approach would serve to discriminate
against spurious effects that might be introduced in the troposphere or by poor
tracking.

As the program progressed, it became evident that the systematic range and

angle bia_3 errors introduced by the ionosphere were also large enough to degrade

tracking performance significantly, and the scope of the work was broadened to

include their study. The measurement of systematic bias errors required an

order-of-magnitude improvement in the knowledge of the absolute pointing of the

antenna beams at UHF and L-band, and this was achieved only after considerable
effort6 .

The targets employed Lnroughout the study were five satellites of the Navy

Navigation Series. These were chcsen because they carry UHF (400-MHz) beacons

permitting the sat!llite position to be determined using a -imple beam-comparison

tracking systemi. In addition, these satellites are in pol." orbits and hence may

be seen rising or setting to the north through the aurora' regions. The tracking

was performed by means of an 84-foot diameter parabolir antenna, instrumented to

make simultaneous angle-of-arrival measurements of the UHF (beacon) signals and

L-band radar returns. The antenna also carried a yagi array to receive a VHF

(150-MHZ) signal that is a subharmonic (3/8) of the 400-MHz signal. Comparison of

these two signals permitted the time rate of change of the ionosphere electron

content along the line-of-sight to the satellite to be studied by means of a

differential-Doppler experiment.

In this paper, we report observations of an auroral latitude feature that

proved to introduce the largest bias refraction effects encountered in the study,

namely a trough in the F-region electron density that appears in the daytime on

some very magnetically disturbed days. The physical cause of this feature also is

discussed.

DIFFERENTIAL DOPPLER MEASUREMENTS

The differential-Doppler measurements made during each pass of the Navy

Navigation Satellites provided a measure of the rate of change of the total number

of electrons in the ionosphere (up to about 1000 km) as the line-of-sight swept

from south to north, or vice versa. These records were useful in showing

latitudinal structure in the earth's ionosphere produced, for example, by gravity
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waves (Traveling Ionospheric Disturbances) or related to the auroral zone.
Figure 2 provides an example of one of the records obtained (cen-Ler panel). In
this case, a TID is clearly evident to the south of the station (near 340 latitude)
and a trough to the north (near 480 latitude). By integrating the differential
Doppler. the variation of the phase path length caused by the ionosphere can be
recovered (top panel of Figure 2). utilizing local measurements of F-region
critical frequency as well as a model of the seasonal and diurnal variation of the
ionospheric slab thickness 7 , it was possible to recover an estimate of the
variation of the peak electron density along the latitude of the subionospheric
point 8 (taken to be the latitude where the ray path traverses the ionosphere at
300 km). This is shown in the bottom panel of Figure 2. It is ciear that tt-e
differential Doppler signature of the trough corresponds to the point were the ray
path traverses its equatorial edge.

Troughs in the auroral ienrsph;re first were recognized in ionograms gatnered
by the Alouette 1 satellite 9 and their morphology since has been a subject of
intense study'0 -'8 . Us.ng the differential Doppler records gathered at Millstone
over a 2-year period. Wand and Evans' were able to construct maps of the average
peak electron densit in the vicinity of the trough for sunmner and winter for
various levels of Kp. Figure 3ab shows two examples of these maps.

CONTOURS OF LOG1 V N ,MAX WINTER, Kp O to I+ CONTOURS OF LOGIo NMAX. SUMMER, Kp 2- to 3,

(Mllstone Hill 197) t 1973) (Millstone Hill 1971 to 1973)
65 65

55 111Il

6 0 III

5 5 5 9 5 & S I %5 5 s o 7 \5 .6 5 .
>1 45 * 45

__2 z4 16 101 .. (254 16 10 22 24 2 4 6 8 1012 1214 16 Z0 22 24 2 4 6 9 •0 12
LOCAL TIME (hours) LOCAL TIME (hours)

Figure 3a. Contours IogIoNm=x' as Figure 3b. Contours logIoNm , as
derived from differential Moppler derived from differential M8ppler
measurements made at Millstone Hill measurements made at Millstone Hill
1971-1973. Results are for a K 1971-1973. Results are for a K
interval 0 to 1+ in winter an8  interval 2 to 3÷in summer an8

the deduce 8 mean position of the the deduced mean position of the
electron density trough is shown, electron density trough is shown.

The nighttime troughs were not observed to produce significant ionospheric
refraction effects 6 and this result was consistent with ray-tracing studies' 9 . An
unexpected feature of the observations was the appearance on some magnetically
disturbed days of high ;atitude troughs in the daytime when the F-region density
was much higher'. Table 2 lists the dates and Kp values for the days when this
phenomenon appears to have been detected. Figure 4 gives examples, of the
differential Doppler records obtained on one of these occasions.

Figure 5 shows the incidence of trough signatures on the differential Doppler
records as functions of invariant latitude and GMT (i.e., local time + 5 hours).
It can be seen that there is a clear tendency for the trough to move south".ards
during periods when Kp is high (> 4-) and, moreover, daytime troughs seerr
confined to winter days (see also Table 2). We are not certain if this is a
selection effect, but it did result ;n there being very large density gradients
whenever the phenomenon occurred.

Figure 4 provides an example of successive differential Doppler records
gathered late in the afternoon of 28 November 1972, showing the trough signature
advancing equatorwards with time. While generally the trough feature remained to
the north of the radar on all these days, there were instances when the trough
actually passed over the radar site and then was seen to the south as illustrated
in Figure 6.
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TABLE 2
Days on which troughs were detected in the daytime.

• -! 1 •_I Kp

Date 12-15 15-18 18-21 21-24

17 i0ec. 1971 4+ 7 7+ 5+

12 Oct. 1972 4 5- 5- 5-

28 Nov. 1972 4+ 3+ 2+ 2

1 Feb. 1973 3- - 2+ 3

21 Feb. 1973 2 5 7+ 7-

22 Feb. 1973 ,4 6+ 6

; I

S - \\

Figure 6. - ion of the center of the peak
Doppler c^ ;n vs. time on 21 February 1973.

REFRACTI )N MEASUREMENTS

The measurement of th- :onosph!ric refraction using combined beacon- and
skin-tracking 'jroved considerably more difficult than anticipated, owing to the
tact that the error null in the beacon-tracker was found to depend upon the
polarization of the radiated signal. This changed z s the satellite crossed the
sky, C _U-fl~ :, varying displacement between the apparent nulls in the radar and
b.eacon-tracker monopulse beams 4 ,s. To overcome this problem, it proved necessary
to employ precise metric radar data gathered for each satellite in many successive
passes to solve for its orbit. Unfortunately, this could not be accomplished until
an accurate error model had been developed for the radar biases.

Given a prezise satellite orbit, the polarization dependence of the UHF
beacon-tracker coulo be calibrated by comparing the ephemeris and apparent
positions of the satcilite at high elevations at night. The transmitted
polarization was determined by measuring the relative amplitude and phase of the
rignt and left circular components ot the beacon signal. It then was possible to
use this calibration to correct data gathered in the daytime for the effect of the
dependence of the error null on received poiarizacion. It should be recognized
that the largest effects anticioated (i.e., 60 m. deg. - Table 1) were a small
fraction of the 2" receiving beam and hence observing ionospheric refraction proved
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extremely difficult to accomplish despite the considerable care employed (which the
above description does insufficient justice).

Normal daytime ionospheric refraction usually cculd not be detected clearly in
data for a single passe owing, in part, to ephemeris errors4 and, in part, to UHF
beacon-tracking errorsW. However, by averaging many (e.g., 10-20) daytime passes
when the ionospheric density was approximately constant (as judged by the local
measuremnts of N F2), the effect could be seen clearly. Figure 7 shows the
elevation error vsmaglevation obtained by averaging 23 daytime passes. The average
value of N was 7.4 ± 0.9 x 105 el/cm3  and the broken curves represent the
expected refMvtion from ray-tracing studies. The crosses in these plots represent
the rms deviations about the mean.

WM .4 2

+4.

ELEVATION 16t1

Figure 7. Average residuals between the computed
and the observed elevation of the UHF beacon in
daytime passes (f F2 > 6.5 MHz) observed in
23 passes during 13-18 March 1973. Cross marks the
rms deviations about the means. Data taken north
of Millstone are the top panel, south are the
bottom. Broken curve is the refraction computed
from ray-tracing studies.

By contrast, the existence of large anomalous refraction when troughs were
preserc in the daytime usually could be inferred from single passes. Figures 8
and 9 provide examples of elevation errors approaching 50 m. deg. that were
detected when large latitudinal density gradients were evident (from the
differential Doppler records) to the north. While some amplitude scintillation of
t,.e beacon signals appears to have been prtsent in each case, this is believed not
to have degraded the tracking accuracys.

Figure 10 shows elevation residuals for a sequence of pssses on
12 October 1972, when the trough appeared to approach the radar during the course
of the afternoon. In the pass at 15.45, the trough effects appear to.have been
ma5ked by the presence of a TID.

PHYSICS OF TROUGH FORMATION

Knudsen 2 0 appears to have been the first to offer an explb.,ation for the
formation of an ionospheric trough on the nightside of the earth. According to
this model, magnetic flux tubes are convected from the dayside to the nightside
across the polar cap as a result of the impressed magnetospheric electric field.
These tubes return to the dayside by subsequently drifting westwards or eastwards.
Tubes drifting westwards must travel faster than earth rotation if they are to
re-emerge in sunlit regions and some fall to do so, allowing the Ionization in them
to fall to very low levels as it recombines. In this model, the trough then is the
locus of flux tubes which spend a long period in darkness owing to the conpetIng
effccts of the convection electric field motion and earth rotation. this model has
been refined farther through numerical studies" and a more realistic electric
field convection pattern has been proposed by Spiro et all' based upon Atmospheric
Explorer C data. According to the latter, no special convection electri, field
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pattern is required, only that the electric fields fall reasonably smoothily with
magnetic colatitude. There then is always a region on the nightside where
convection and corotation cxactly balance - creating a stagnation line.

Incoherent scatter studies of the convection electric fi3ld recently have been
made from Millstone Hill 2 3 ', 2 4 which appear to support the explanaton offered byS~Spiro et a122  for the nighttim• trough as it is a region in which the drift

velocities appear to be extremely low.

An alternative mechanism for trough formation has been suggested by Banks
et a12S and Schunck et a126 , wno have shown that under the influence of a large
electric field, 0 ions will be swept through neutral molecu:ar nitrogen and
charge lranifer (via 0 + N2 "* NO+ + N) more rapidly than normal. This process
creates NO which quickly recombines with free electrons.

Large electric fielos (> 100 mV/m) have been observed at subauroral latitude.
from satellites 2 7 - 2 9 which could produce the required drift velocities and troughs
in electron density have been detected in some cases at sitelIte altitudes
(> 700 km) 2 9 . These electric fields appear to persist for several hours andusually are seen in the :ate evering and premidnight sectors. The electric fieldb
are directed northwards and giv'e rise to a westward ion drift and hence would
create E-W troughs. Rich et a1 2 9 speculate that these intense fields are generated
by the penetration of the partial ring current ions to lower L-shells than the
pltsma sheet electrons.

We believe that the troughs -eported here, which were seen in the afternoon
and evening sectors, were produced by this second mechanism. It is difficult to
account for the apparent rapid motion in latitude of these troughs by the firbt
mechanism (sinre it takes several hours for the ionization in a flux tube to
decay). A latitudinal change is a natural result ir the impressed electric field
extends to lower L-shells at later local times,or if the penetration of the ring
current increases with time.

Recently, incoherent scatter measurements were made at Millstone Hill on a day
(26 rebruary 1979) when a trough formed to the north early in the afternoon and
moved to lower latitude later. In the trough, the electron and ion temperatures
were found to be very high. The former results from the reduced rate of cooling
(a N 2) and the latter appears to be a manfestation of Joule heating The
electric field in the trough was of the order of 50 mV/m and directed northwards.
These results appear to confirm the suggestion made by Rich2 9 and snow, in
addition, that these electric field produced troughs can extend into the afternoon
sector.

SUMMARY

The precision of a high latitude defense radar operating at VHF or UHF will be
limited by ionospheric refraction. Efforts to irodel this effect can be inaccurate
or misleading when irregular structure associated with the auroral zone is present.
One form of such structure is & region of low electron density that forms on the
"-nightside and is known as the trough.

On some very magnetically disturbed days, deei troughs are found in the
afternoon and evening sectors when the ambient ion density (to the south) is very
high. These troughs appear to give rise to the largest quasi-stationary refraction
effects observed during a three-year study at Millstone Hill.

Recent satellite ard incoherent scatter observations suggest that these
dayside troughs are caused by a large northwards electric field beird imprqssed on
the earth's ionosphere, thereby increasing the charge transfer rate for 0 ions.
The origin of this field is thought to be the partial ring current ions which
penetrate t.ý lower L-shells than plasma sheet electrons.

ACKNOWLEDGEMENT

The program ol propagation study at Millstone Hill was suppo.'ted 6y the
Department of the Army. The recent incoherent scatter studies were supported by
the National Science Foundation.

506

I 's-,r



REFERENCES

I R. H. Wand, "Ionospihieric Limitations on Radar Accuracy at L-Band",
Lincoln Laboratory Tech. Note 1975-28. Lexington, Massachusetts (1975).
ADA 013 731/5.

2 J V. Evans and R H. Wand, "Ionospheric Limitations on the Angular
Accuracy of Satellite Tracking at VHF or UHF", Proceedings uf AGARD
Confererine 173, "Radio Systems and the Ionosphere", 7 rue Ancel le 92200,
Neu:'ly sur Seine, France.

3 R. H. Wand and J. V. Evans, "Morphology of Ionospheric Scintillation in
the At-oral Zone". ir, Effect of the Ionosphere on Space Systems and
Communications, ed. J. M. Goodman, pp-76.-83 (U.S. Government Printing
Office, Washington, D.C.) 1975.

4. J. .Ghiloni, editor, "Millstone Hill Radar Propagation Study:
Instrumentation", Technical Report 507, Lincoln Laboratory., M.I.T.,
Lexington, Massachusetts (1973). AD 775 140/7.

5. J. V. Evans, editor, "Millstone Hill Radar ?ropagation Study: Radar
Calib-ation", Technical Report 508, Lincoln Laboratory, M.I.T.,
-Lexinqton, Massachusetts (1973). AD 779 689/9.

6. -J. V. Evans, editor, "Millstone Hill Radar Propagation Study: Scientifi i
Re:ults" Technical Report 509 (Parts 1-3). Lincoln Laboratory, M. '.T.,
Lex ngtor, Massachusetts (1973). AD 781 179/7; AD 782 748/8;
AD 780 51•/5

7. J. A. KlobLci-r and Z. S. Allen, "'A First-ordei" Dr'2diction Model of
Total-electr)i Content Grou'P Rate Delay for a Miti-lat7t;de Ionosphere",
"Report AFCRL-70-040:, Aii Force Carbribige Researci .. ib-ratories C1973).

8. J. V. Evans and J. iW k:o t, IEEE Trans. on Antennas and Propagation,
SAP-21, 685 (1973).

9. D. B. Muldrew, J. Geophys. Res. 70, 2635 (1965).
10. J. 0. Thomas and M. K. Andrews, U. Geophys. Res. 73, 7404 (1968).
11. G G. Bowman, Planet. Space Sci. 17, 777 (1969).
12. N. J Miller, J. Geophys. Res. 75,-7175 (1970).
13. M. J. Rycroft and J. 0. Thomas, Planet. Space Sci. 18, 65 (1970).
14. Y. Tulunay and J. Sayers, J. Atmos Terr. Phys. 33, 1737 (1971).
15. D. A. Fe;nblum and R J. Horan, "Hilion - A Model of the High Latitude

Ionospheric F2 Layer and Statistics of Regular Ionospheric Effects at
Fort Churchill", Tech. Rep. U.S. Army Contr. No. DAMC 60-71-C-0005, Bell
Telephone Laboratories, Western Electric, Whippany, New Jersey (1973).

16. C. P. Pie, "An Analytical Model of the Main F-Layer Trough',
Air' Force Surveys in Geophysics No. 348, Rep. AFGL-TR-76-0098, Air Force
S IGeophysics Laboratory, Hanscom Air Force Base, Massachusetts (1976).

17. B. W. Halcrow and J. S. Nisbet, Radio Sci. 12, 815 (1977).
18. M. Mendillo and C. C. Chacko, J. Geophys. Res. 82, 5129 (1977).
19 1. V. Evans, editor, "The Millstone Hill Propagation Study", Technical

Rote 1969-51, Lincoln Laboratory, M.I.T., Lexington, Massachusetts
(1969). AD 701 939.

20. W. C. Knudsen, J. Geophys. Pes. 79, 1046 (1974).
21. W. C. Knudsen, P. M. Banks, 5. D. Winningham and D. M. Klumpar,

J. Geophys. Res. 82, 4784 (1977).
22. R. V. Spiro, R. A. Heelic and W. B. Hanson, J. Geophys. Res. 83, 4255

(1978).
"23. J. V. Evans, J. M. Holt and R. H. Wand, J. Geophiys. Res. 84, 7059 (1979).
24. d. V. Evans, J 14. Holt, W. L. Oliver and R. H. Wand, J.- Geophys. Res.

85, 41 (1980).
2-2, P. M. Banks, R. W. Schunk and W. J. Raitt, Geophys. Res. Lett. 1, 239

(1974).
26. R. W. Schunk, W. J. Raitt and P. M. Banks, J. Geophys. Res. 80, 3121

(1975).
27. M. Smiddy, M. C. Kelley, W. Burke, F. Rich, R. Sagalyn, B. Shuman,

R. Hays and S. Lai, Geophys. Res. Lett. 4, 543 (1977).
28. N. C. Maynard, Geophys. Res. Lett. 5, 617 (1978).
29. F. ý. Rich, W. J. Burke, M. C. Kell ey and M. Smiddy, J. Geophys. Res.

in press (1980).

The U.S. Government assumes no rcbponsibility for the information presented.

507



7- 777 1"T

The Combined Effect of Faraday and Squint Rotation

fax an

Elcctronically Scanned, Satellite-Borne Radar

Gene B. Goldstein
R & D Associates

Marina del Rey, California

ABSTRACT

The average power received at a radar employing a single linear polarization is
influenced by the polarization of the field incident upon and scattered by the
target. It is well-known that for a satellite-boine radar the ionosphere rotates the

polarization of both the incident and scattered fields, thereby affecting the polar-
ization of the field received back at the radar. This is known as the Faraday rota-

tion effect. If the radar employs an electronically scanned antenna, the
polarization o- both the incident and received fields is also rotated by an amount
that depends upon the look direction, which i3 not fixed. We refer to this scan-
induced polarization change as squint rotation. To calculate the power received at

such a radar it is necessary to -consider the combined effects of Faraday and squint
rtation. This is done below for the case of a radar employing a horizontally po-
larized, electronically scanned antenna.

INTRODUCTION

When a lnearly polarized, plane electromagnetic wave is transmitted through an

ionized medium in the presence of an external magnetic field, the polarization
rotates through an angle QF in the 9-9 plane. The angle 0F is the one-way Faraday

rotation angle.
In a satellite-to-ground radar application a single, linearly polarized antenna

is frequently employed for both transmission and reception. Both the transmitted
and scattered fields pass through che ionosphere in the presence of the earth's rtag-

netic field and will therefore undergo Faraday rotation. The effect of Faraday ro-
tation upon the received signal.-to-clutter ratio (S/C) depends upon the magnitude of

QF and upon the polarization scattering matrix of the target and background clutter.
We will see below that RF is proportional to f- 2 , where f is the transmitted radar
frequency, and that for the example L-band satellite radar considered here, the mag--
Pitude of RF is of the order of 100-150. For the target and clutter scattering
matrices considered in :r example, the result is a S/C degradation due to Faraday
rotation of 1/2 dB or less.

But an additional source of polarization rotation, viz. squint rotation, occurs
when the radar employs electronic scanning. In an elect-onically scanned antenna,
the mainlcbe is pointed in different directions by adjusting the phase of the antenna
elements instead of physically rotating the antenna face. The direction of the main-
lobe establishes the line-of-sight (LOS) of the electronically scanned antenna.

In general& squint rotation occurs whenever the LOS is "squinted" off the
boresite axis. Squin- rotation is not an effect of the ionosphere. In fact, w.e

define the squint rotation angle, lsq--to be the angle through which polarization
incident at the ;arget has rotated in the absence of Faraday rotation, relative to
the case when the LOS is directed along the boresite (no squint,.

* The boresite axis is defined here to be a line perpendicular to and passing through

the center of the face of the antenna.
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When the propagation path includes the ionosphere, both Faraday rotation and
squint rotation will affect the received power. In general, the combined effect
of Faraday and squint rotation upon the received S/C cannot be found by considering
them separately. However, in the example illustrated below, an error of less than
-dB is committed by separately calculating the S/C losses for each effect and adding
the results (in decibels). The reason for this behavior in the example is that
the Faraday losses are never larger than 1/2 dB.

ANALYSIS

Description of Geometry

Figure 1 displays the geometry of interest. In this figure a coordinate system
(X,Y,Z) is established with its origin, 0, at the center of the earth. The YZ plane
is oriented so that it contains the boresite of the transmitting antenna. The radar
is located at the center of the (XsYs , Zs) coordinate system, Os, and the XsYs , Zs
axes are, respectively, parallel to the X,Y,Z axes. Note also that the Z and Zs axes
coincide and lie along the radial line drawn from the center of the earth to 0s-

We also establish a spherical coordinate system centered at Os using the azimuth
angle ý and the nadir angle y locating the LOS to a point P on the surface of the
earth. The unit vectors of this spherical system are denoted by eR, ., y, andthey are also illustrated in Figure 1. The motivation for establishing this spher-
ical system is that in the far field it can be shown (see, e.g., (1]) that the
radiated field will possess components only in the 0-y plane; i.e., the field propa-
gates along a spherical wavefront, with the sphere centered at Os. The polarization
of the field is determined by the orientation of the plane containing the propagation
vector (a unit vector directed along the LOS) and the t field.

Calculation of Squint Rotation Angle

We are now prepared to evaluate the angle, Q2sq. To this end we shall assume thatthe transmitted field, 9T, is horizontally polarized. Thus, when expressed in
Cartesian coordinates the field 9T may be written as

ST E Xs e X (1)

Then, Lransforming from Cartesian to spherical coordinates and assuming that no otherpolarization rotation effects have occurred, the field incident at the target, ýI,
becomes

=EI + E =I-e sin • + E cos cos , y (2)Sy L x s

In (2) we have used the far-field assumption and neglected the radial ( 4 R) component
of the incident field.

Now let A, and AT denote unit vectors normal to (respectively) the incident
field's plane of polarization and the transmitted field's plane of polarization.
These unit vectors may be written as

4 _EI nT ETI

Then nsq is defined as the angle between iI and A V

In order to ultimately combine the effects of both squint rotation and Faraday
rotation it is necessary for us to preserve the sense [i.e., clockwise (C.W.) vs
counter-clockwise (C.C.W.)] of the angles asq and aF- We shall therefore adopt the
convention of defining the rotation angle to be positive (+) if it is a C.C.W.
rotation when viewed in the direction of propagation. For flsq, only angles in therange -v/2 -< sq 1 +w/2 are of any significance. We can preserve the necessary
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properties of Qsq by expressing Qsq in terms of the tangent of the angle between
AI and AT' Using (3) the result is

Qsq = tan- {cot 0 cos y (4)

Notice from (4) that fasq E 0 whenever 0 = '± i/2 (no azimuth squint), irrespective
of the value of Y. Howeler' when the LOS is squinted in azimuth, the value of %sq
decreases as y departs from nadir. This behavior can also be gleaned intuitively
from Figure 1. Therefore, for transmitted horizontal polarization, squint rotation
depends not upun the depression angle of the antenna boresite, but upon the depres-
sion angle--of the LOS. This implies that in applications involving shallow grazing
angles at the carth it is necessary to limit the azimuth squint to a small angular
region about the boresite plane in order to minimize f 2sq-

Calculation of Faraday Rotation Angle

The formula we shall use to calculate IF is

SF 2.362 x10 f(h) He(h) . eR N e(h) dh (5)

f--h)f2eR h)d

This formula is available in a number of standard references on radar propagation
[2,3], and the reader is referred to (3] for a discussion of the underlying assump-
tions and definitions of the quantities involved in the integral. We point out here,
however, that we will need the one-way Faraday rotation angle, and many references
(including [3]) furnish the result for two-way propagation, which is twice 2F. The
units of OF in (5) are radians, and SIT is positive for C.C.W. rotation viewed in the
direction of propagation [4].

Table I below provides representative values foi RF when the transmitted
frequency is assumed to be f = 1.2S GHz, the radar altitude is 200 nmi and the day-
time ionospheric electron density parameters [2,3] are employed in (5). In this
table e is the elevation angle of the LOS measured at the earth (also referred to as
the grazing angle), and is related to the nadir angle, y.

TABLE 1

ONE-WAY FARADAY ROTATION ANGLE, PF (DEGREES)

Frequency = 1.25 GHz Altitude = 200 nmi

= elevation angle of line-of-sight (related to y)

= azimuth to line-of-sight (Figure 1)

0 __0o 100 20' 300

300 14.2 13.1 11.5 10.2

500 16.2 14.8 12.8 11.1

600 16.6 15.2 13 0 11.3

700 17.0 15.5 13.2 11.5

900 16.5 15.1 12.9 11.2

1100 14.7 13.6 11.9 10.5

1200 13.4 12.5 11.0 9.9

1300 12.1 11.3 10.2 9.2

1500 8.6 8.4 8.1 7.7
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Calculation of Average Power Received

When the Faraday and squint rotation effects are combined, the polarization of
the incident field is rotated through the net rotation angle

1 sq F (6)

The incident field interacts with a scatterer, producing the scattered field,
Es whose polarization is influenced by the polarization scattering matrix, S. We
have Ls = SfI, where

Ss ss - 1 a7ej

The entries of S are complex quantities (i.e., they have magnitudes and phases) that
relate the vector components of the scattered field to those of the incident field.
Also, reciprocity guarantees that sy. = SOY.

Upon returning to the radar antenna, the field 9s is again rotated by the angle
OF, producing the arriving field, 9'. Finally, the received field, E, is the com-
ponent of 9' aligned with the antenna polarization (in our case, the Xs component
of g -'

The average power received by the radar is proportional to '1 , where we use the
overbar to denote averaging over the (assumed random) phase angles, al and a2- Let
L'(Ps(, OF) denote-the average received power in general and Po A P(0,0) denote the
aveiage received power in the absence of Faraday and squint rotation. We then
obtain the following result:

P(QsqrF) =T +

where

T 2 21 2 VH .20 sq sin ) 2 Q1in2 Q 8bT = sin20Cos P I cos QF +-(H ) sin + in SI sin (8b)

ST2- Cos; O2 Cos 2Y JgV) sin2 Q Cos2 Q + o s COS C sq 2 cos 2l 0 sinF 28c)aH 1 F HH)qF
Re (T1 T2 } sin(24) cosy Cos2 Q sn(2QF) - sin(2 sq)

/a- V sin2Ql sin(2 OF) (8d)

___ _ 12 1 12

- = J12 , V Ia2 (8e)aHH a HH 2

Equation (8) is the final result desired. From (8) it is seen that the received
power depends upon both Qsq and OF; not just upon the net rotation, nl- The depend-
ence upon the polar-Iiaion scattering matrix is also re-valed. Fcr example, consider
the use of scattering from the target. In (8e) we use CHH for the radar cross
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Figure 2. Combined Effect of Faraday and
Squint Rotation upon Received S/C.
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section of the target for "horizontal polarization", and c and aVH are used re-
spectively for the target's "vcrtical" and "cross-polarized radar cross sections.
If the corresponding radar cross sections for clutter are inserted into (8), we
obtain the effect of polarization rotations upon the average received clutter power.
The combined polarization rotation effect on the received S/C ratio is obtained by
using (8) separately for the target parameters and for the clutter parameters and
then taking the ratio of the results.

"An example of the overall effect of Faraday and squint rotation upon the received
S/C ratio is illustrated in Figure 2. The assumed polarization scattering cross
sections are shown on the figure. Generally, the scattering cross sections vary
with grazing angle, but for simplicity we have assumed constant values which are
representative of large ship targets in sea clutter for shallow grazing angles
(0 .i 100).
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LIMETATION OF VHF TRACKING CAUSED BY IONOSPHERIC CORRECTIONC ERTAMI

S. Pallaschke
European Space Operations Centre
Darmstadt, West-Germany

INTRODUCrION

The European Space Operations Centre (ESOC) at Darmstadt, West-Germany, an establishment of t:-a Euro-
pean Space Agency (ESA) with HeadqLrste.s in Paris, France, is in charge of spacecraft control func-
tions including orbit deten ination. 7he spacecraft control activity started in spring 1968 and since
then 14 satellites have been handled by ESOC.

The satellite orbits can be split up into 3 classes:

- close earth orbits;
- highly eccentric orbits with apogee altitudes up to 25o,0oo km;
- geostationary orbits including as well the initial phases as transfer- and drift orbits.

A suwmax of the characteristic parameters of the 1A satellites mentioned above is given in Table I:
'ESOC Supported/Controlled Satellites'.

As tine passed the demand for high precision orbit determination increased. However, the demand for
an increase in orbit accuracy made it necessary to improve the tracking data handling techniques,
primarily in the field of ionospheric corrections when using VHF data. Various models were analysed,
two of them with particular cmphasis, viz.
W. Becker The Standard Profile of the Mid-Latitude F Region of the

Ionosphere as deduced from Bottcmside and Topside Ionograms

Space Research XII 1972

R.B. BEnt, S.K. Llewellyn, P.E. Schmid Ionospheric Refraction Corrections in Satellite Tracking

Space Research XII 1972

The Bent model has been considered most apprpr.-ate to our operational envircent and was inplemen-
ted for the COS-B launch in Aug. 1975. Since then it has Deen used successfully both for transfer
--.2 synchronous orbits as well as for highly eccentric orbiting satellites.

The pqper will give an overview of the problems encounterad at ESOC with orbit determination wien
working with VHF tracking measurements.

BENT IONOSPHERIC bx=EL

The Bent ionospheric model. has been described in

'NASA-GSFC Ionospheric Corrections To Satellite Tracking Data' by
P. Schmid, R. Bent, S. Llewellyn, G. Nesterozuk, S. Rangaswany
GSFC X-591-73-281 Dec. 1973.

For the sake of completeness a brief simmaor of the rodel is given below.
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SThe electron density profile for the F2 layer (the uther layers as F1 , E, D can be neglected for
satellite tracking application) is composed of a bi-paraboli. bottomside layer and three exponenti•l
sections describincr the topside layer. The electron density profile is defired by the following para-
meters:

for the parabolic approximation:

N maximum electron density
h height of maximum electron density
I? half thickness of the bottcmside part

t half thickness of the topside part

and for the exponential representation:

K1  decay constants for the lower, middle and upper third of
K 2  the topside layer.
K3 )

In fact, the model parameters can also be expressed as functions of

the critical frequency (fo F2 ) and-the maim usable frequency for a 3coo km single hop earth
point-to-point radio cmmuication via the F2 layer
(MLJF (3oo0) F2 ).

Both the f, F and MF (30oo) F2 are functions Q(O,A,T) of geographic latitude ý, longitude X and
tine T. This function can be expressed again by a series of products of time dependent fumctions D(T)
and position dependent functions G(4,A).

The number of terms used in this harmonic representation covering the whole globe is:

Number of Terms for

D(T) G (p,X) Total

fo F2 13 76 988
MUF (3ccjo) F2  9 49 441

After evaluation the oomputed values are then upda'ed for day-to-day fluctuations using the daily
and the 12-months averaged values of the 1o.7 an solar flux.

Cnce the integrated electron density along the ray path is known the refractive index and consaq.ent-ly the measurement correcuion can be calculated.

SSPSD E~IMN

In the light of the large ionospneric propagation errors of VHF grp delay measurements an e..eri-
mental system apply.L.g the real-time correction vechnique as proposed by Burns and Frrouw (IUEEE,
Vol. AP-18, No. 6, pages 785 - 79o, Dec. 197o) was carried out on O2S-B. Basically the Secxnd Phase
Shift Difference (SPSD) Technique makes use of the fact that the ionospheric delay is .oughly inver-
sely proportional to the square of the signal frequency.

Thnee frequencies are used within this experiment which are obtained by phase modulat.nl. the dcwnlink
carrier f by a subcarrier f in the onboard transmitter, i.e.cm

f fc +f for COS-B f = 136.95 Mz
u c m c

fc ) f 5 - 34.96 1hz

f c m f

The SPSD measures

A, 4 = ('u- OC) - (OC - 41)

where 0 is the phase of the signal obtained on around. The phase delay &P for a frequency f can be
expressed by
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with c as the velocity of light. 'l¶m the total electron cotent alon~g the path N. can be derived
straight from the SPSD measurement and hence the extra group -&,lay caused by the Ionosphere can easi-
ly be crtr-.ted in real tine together with the actual ranging measumement.

As mentionvd before, this experiment was conducted on OXS-B which was launched in Aug. 1975 into a
highly eccentric polar orbit. In order not to interfere with the scientific experiments of the satel-
lite, the SPSD could only be recorded inside th! van Allen belt, when the gama ray experiments could
not Ie carried out anyway. For this reason the applicability and hence the end-result was somwihat
inLited. Furthermore, the solar activity was r&-her low during -c"5. Alt1kgh the solar activity in-
creased during the later years the COS-B orbit moved to an unizf -i.,ble position for SPSD coverage,
which is illustrated below:

August 1975 May 1973 February 1981

perigee height (kiu) 35o 9,98o 13,43o
apogee height (fin) 99,1 ooo 39,41oo 85,98o
inclination 90P.3 96°. 5 98 . 2
arg. of perigee 33P°.6 3o40.5 277.0
mean solar flux 80 145 2o 0

Sinitially, the_ satellite w,-s tracked by Redu, Belgium (longitude of 5°. 1 E, latitude of 500.0) with

ranging and inrerfer~meter and by Fairbanks, Alaska (longitude of 147 .5 W, latitude of 650.0) with
ranging only. The curr•nt trackgiq is carried out by Redu with ranging alone where the SPSD grour•d
equipmsnt is installed as well.

Since the installation in Feb. 1976, useful and interesting SPSD measurerents have been reoorded only
up to mid 1978 because of the unfavourable orbit evolution, I.e.

during the interval 21 Feb. 1976 - 3o June 1976 48 passes
o1 July 1976 - 31 Dec. 1976 13o
o1 Jan. 1977 - 31 Dec. 1977 22 "
ol Jan. 19?8- 31 Dec. 1978 28 "

Sane data have been recorded during the year 1979 and 198o (20 passes together) but could not be
used owing to the low S/N since the satellite could only be acquired a) higher altitudes because of
the changing perigee location,

The evaluation concentrated on the first 26 uonths' data and considered primarily the following tbo
aspects:

cm- onoarison of SPSD neasurerents wit. the Bent model: long passes with a significant elevation
change around sunrise/sunset in order to obtair an increased variation in the ionspheric delay. or
short passes with a rapid change in elevation at a period of quiet ionospheric behaviour (aivund
""OMn) for geometrical analysis;

- stability of measurements. The consistency could be evaluated by comparing night time measurements
at higher elevation angles. Oontrayy to the first aspect the low solar activity was of high inter-
est. The measurement consistency was checked for

short term (within the pass ov--r 20 min. for exaiple)
long term (within the first quarter of the evaluation period).

The ncmrlnal performance of the SPSD measurements was estimated to be about O°..E which oorresponds to
alamst loo m in the OS-B configuration. Hoever, considering the extremely low solar activity at the
beginning of the evaluation period the RM cf loo m is significantly large.

Tie short and long term calibratiun tests have verified the nominal performance of 00.5, in fact a
precision of about CO. 4 has been obtained. Problems in calibrating the ground equipment (Mien &dang-
ing the polarisation) have beer. encountered. This is clearly visible on the top left picture on Graph
I: Samples of SPSD / Bent Versus Thae. The comparison between the SPSD measuremnts and the Bent
model showed for the location Redu in principle a fairly good agreement. In this application the in-
fluence of the ionosphere for mid-latitude reglaos has been omputed sufficiently accurate within the
Bent model.
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PIthough the evaluation of the SY'SD experiment suffered somewhat under unfavourable circumstanoes
(low solarý activity, corerage limitation) the val .dity of the SPSD experiment was demonstr-ced. The
derived accuracy of CP. 4 would correspond to about 3o - 4c m in c~tse of a G1RARR trarspjxader type which
is very promising due to the real-time V,-licability.

TRANSFER OMBIT EERINATIN

The gensyndzronous satellites launched by ESA during the past years were equpped with VhF facilities
which were in nmst of the cases only used during the transfer orbit and the first part of the drift
phase. The latter part of the drift phase and the synchronous phace generally use 'igher frequency
bands.

The cases e.erienced so far have shown that when suffizient time (at least 1.5 revilutions .or the
transfer orbit ard 1 to 2 days for tle drift phase) and adequate stztion coveraoe is available, the
ionospheric uncertainty linked to VHF tracking measuremencs does not linLit the orbit determination.
The transfer orbit determiration illustrates this.

The typil.i characterisUcs of an ESA/ARIANE transfer orbit are:

- transfer orbit perigee helght (km) 2oo
apogee height (kin) 36,coo
incLu-iation 100. 5
arg. of perigee 18O°.O
longitude of desc. node 20°.0 West
period 1o.5 hours

- ground tracking stations Station Longitude Latitude
ralindi, Kenya 40.3 E - 3.0
Carnarvon, Australia 113.7 E - 24.9
Kourou, French Guyan- 52.8 W 5.3
Redu, Belgium 5.1 E 50,0

Up to now apogee motor firing (injection .nto the drift orbit) always took place at the 2nd or 4ti1
apogee. The nominal tracking sequeace for these two cases is as follows:

Injection at perigee 0 (Ti) T. + 2.5 hrs. every 15.min. (Malindi, Carnarvron)
TP + 2.5 hours - P~rigee 1 every 3c. min. (Malindi, Carnarvon)

in case of apogee motor firing (AMF) at 2nd apogee
Pe•rigee 1 + Apogee 2 every 30 min. (Kourou)

in case of apogee motor firing at 4th apogYee
Perigee 1 ÷ Perigee 3 every 60 min. (a.ll 4 stations)
Perigee 3 ÷ Apogee 4 every 30 min. (Kourou, Redu, Malindi)

IThe 4 ground tracking stat4.ons perform VHF ranging (tone ranging sy.atem with a minor tone freiicyof 1o Hz and a major tone frequency of 2o KHz) With the following overall performance:

ground instrumentation 2o m
rx.xard instrumrentation 10 in

The cquted figures are to be understood as uncertaintte-s within the measurements .. ter calibration.
In addilion. the uncertainty in the ionospheric delay has to be onsidered. In order to give an idea
of tlh" ,-agnitude, the ionospheric delay for the various stations for a direction towards the equator
at 'An elevation of 300 is tabulated below:

:Station ILo Solar ActiviLy Hi'h Solar Activity
• ialindi .Aoom 4,ooo m
Carnarvon 10om 3,&co m
Kourou 1,4oo m 4,cooomSRedu 35o m 2,8o0 m

Assuming a rxasmiing error of 2o % after modelling the ionospheric effect the following orbit accu-
racies can be achieved when using traddxrg measurements up to 1.5 hours prior to the relevant apee.
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Expected Orbit Ancuracy (30 Values)

Pcsition (km) Semi-major Axis (n) Inclination

AssuminD low solar activity:

at 2nd apogee 13.5 150 d°.O10
at 4th apogee 4.5 25 0 .O°)6

Assumiing high solar activity:

at 2nd qogee 50.0 540 00.035
at 4th apogee 20.0 80 0°.022

The orbit aocuracy requircd by the attitude determination and the AMP optimisation is very modest,
7o km for the position and 2 km for the semd-major axis. Increasing the ionospheric error to 5o % at
high solar activity would still not violate the orbit requirement for an apogee motor firing at the
4th apogee, i.e.

Expected Orbit Accuracy (3Q Values)

Position (km) Semi-major Axis (m) Inclination

Assuming htgh solr activity with 5o % remaining error:

at 2nd apogee 120.0 1,300C 0- (05
at 4th apogee 50.0 190 00.055

As mvntioned above the modest requirements on the transfer orbit accur&cy in connectioii with the fa-
vourable geometry (sufficient time and ground stations) permit the performance of a successful trans-
fer orbic determination even under the cowdition of a large remaining error at high solar activity.

It should be metioned that the experience gained was based on a more inclined transfer orbit type
owing to a different launcher (Thor Delta launched at ETR). In one particular case a camparison bet-
ween the Willman approach (described in 'Advanced Techniques for the Red-c .ion of Gecoetic SECOR Ob-

* servations', STAR N67-15o35, July 1966 by D.C. Brown) and tne Sent model has been. carried out indii-
cating disadvantages of the Willman model, since additional parameters have to be estimated which
could decrease the reliability of the orbit determination.

GESMUONZ'ARY 0RBM¶1S

Several of the geostationarl satellites controlled by 07-CC are equipped Aih track.ng facilities of
higher frequencies, such as S-band and SHF, Ln additicn to the VHF instxurents. Whereas the higher
frequency tracking facilities are nornally used for the geostationary orbit determination, the VHF
capability is used for the transfer and drift orbit detennination. Sanveral tracking campaigns have
be-en oonducted where both tracking facilities have been used for arnalvsis purposes. Since the iono-
scherig influence is inversely proportional to the square of the frequency, these tracking campaigns
offered good possibilities to evaluate the ionospreric models used within the orbit det-miination.

The MEC •AT Tracking Exercise

The MEUMAT satellite is positioned at a longitude of OP and requires for the earth image data pro-
cessing a precise knowledge of the satellite location. A suitable tracking system 0S-ba-d ranging)
has been installed at Odenwald 6 West-Germany (longitude of 90.0 S, latitude cf 49 .7) and Rourou,
French Guyana (longitude of 52 .8 W, latitude of 50.3). Wile Odenwald ie the conmanding station,
Kourou houses a land based transponder (LBT). The full ranging sequence ccnsists of alternately

2-w-ay ranging (Odenwald - S/C - Odenwald) and
4-way ranging (Odenwald - S/C - Kourou - S/C - Odenwald).

T1he overall accuracy of the ranging is

6 m for the 2-way component and
12 m for the 4-way coupnent.

If one carpares sucxssiv. orbit determinations one can derive an estimate for t:ie orbit consiste-cy
(satellite position), i.e.

519



longitude 12o m
latitude 7o mn
height 2om

The &Lstanc from the sat-ilite to the two VHF tracking stations Redu, Belgium (lcogitude of 50.1 E,
latitude of 50P.0) and Hourou can be derived with sufficient precision, i.e.

for ledu about 22 m and
for Kourou about 16 m.

Li this configuration the icnospheric delay of VHF ranging measurements could be obtained by compar-
ing the W value with the compted distance (derived from S-band orbit detenninaticn), since othereffect.s such as tropospheric delay could be cb-regarded. Assuming an overall VHF instnetation

acc-uracy of about 25 m the ionospheric delay wild be deduced with a precision of about 35 m.

one MIF *xacking campaign was conducted during the period 24th to 26th April 1979. Thne caq:parisonbetwen the S-band orbit and the VHF ranging data revrealed larger deviatics than expected, ae dif-

ferenes are given in Table II: VHF / S-Band Tracking Comparison (mSmAT). If we assume that the
differences can be attributed entirely to the ionospheric delay, the performance of the ionospheric
model used was not very good. Up to 7o - 8o % of the total delay was the computed correction for the
mii-latitude location Redu and only 5o - 70 % fcr the equatorial station Kourou. Furthermre, the ob-
tained differences did not show a repetitive behaviour over the 3 days so that the orbit determination
which relied on VHF data only, converged to a significantly different orbit, i.e.

difference in semi-major axis of 200 m and
difference in position (27th April) 8 km.

The irregular differences could not be explained fully, the solar flux values were fairly smooth, how-
ever, the mean solar flux had already readied a value of 190 x 10-22 W/m2 Hz.

Unfortunately, the test o-uld riot be repeated due to a fatilre on-board MEiBOSAT.

The ors Trackbi Excrcise

qbc OTS-2 satellite is positioned at 100 East and should be kept within a margin of - 0.1. If a ma-
*- I sonable station kzeeping cycle is to be maintained the orbit nust be determined with an accuracy of

one order of magnitude better than the positional intervaL itself. This means 00.01 (30 value) orbit
accuracy, which, cxnawerted to km, is about 2.5 km (1a value). I'• analysis carrie~i -ut before latmnc
indicated that the OTS-2 prime tracking station Fucino, Italy (longitude of 130.6 L, latitude of
420.0) with its angular and ranging tracking facilities does not provide enough information for the
required positional accuracy. Therefore the Fucino tracking facilities have been ooffplemsnted by
ranging equipment at Villafranca, Spain (longitude of 40.0 W, latitude of 4CP.4). The ranging opera-
tion is performed within SHF. After some extensive tracking campaigns for callbratbon purposes. the
orbit determination has achieved the following consistency (accuracy):

"longitude 1,8oo m
latitude 1,7oo m
Sheight 2oo m

The distance from the satellite te the two VHF tracking stations involved can be derived with the
following precision:

for Redu about 3oo m
for Kourou about 24o m.

These figures are not as favourable as the ones obtained for MTBOSAT, but the comparison bebteen VHF
and SHF data is still meaningful because of the high solar activity tnese years, whiich led to an in-
creased ionospheric delay. A VHF tracking test was conducted during the week 23rd to 29th July 1930.
In this case the results are carparable to the ones given for mEOSAT, i.e. the ionospheric morel
was 3ble to correct about 70 - 8o % of the total delay for the station Redu and about 50 - 70 % for
the equatorial station Kourou. Tests with varied mean- and daily solar" flux have aot shown a signifi-
cant inpriverent.

The cxxparisons between VHF ranging measurements and distances derived from S-band (or SHF) orbit de-
* •rminations revealed larger uncertainties in the ionospheric modelling, especially in the equatorial

region, if one assumes that tuhe difference between the two compared sets can be attributed entirely
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to the ionospheric delay.

The errors in modelling the ionospheric delay were up to 2o - 3o % for the mid-latitude station and
even 3o - 5o % for the equatorial station.

Hawever, the uncertainty in the ionospheric delay does not cause severe problem when VHF trackinq
measurements are used for rhe determination of orbits with sufficiently changing geometry and ade-
quate time and ground station coverage (as it has been demnstrated for the transfer orbit type). The
synchronous orbit determination relying on VHF data suffers from the insignificant change in geometry
and could easily converge to a biassed solution. If VHF data have to be used, the Second Phase Shift
Difference Technique could :uTprove the orbit accuracy significantly.
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TABlE II :VHF /S-Band Tracking Carpariscix (METEOSAT)

The table gives the difference between VHF ranging data and distances aerived frcm S-band orbit de-
tennination. The value within brackets quotes the corresponding ionospheric delay obtained frcm the
Bent model.

VHF / S-Band Differences (Meters) on Day:

Tjme of the Day 79/o4/24 79/o4/25 79/04/26

Station Redu:

SOO.OO 702 ( 507)
02.C0 442 ( 447) 367 ( 434) 214 ( 485)
04.00 391 ( 408) 596 ( 486) 212 ( 448)

Mo6.0 654 ( 559) 867 ( 702) 497 ( 606)
08.0c 888 ( 786)

0I.00 1250 (1050) 773 (1150)
12.00 1445 (1180) 1630 (1250)
14.Co 1398 (1160) 1226 (1150) 697 (1250)
16.00 1273 (1070) 780 (1140)
18.00 1186 ( 943) 741 (861)
20.00 866 ( 694) 493 (6,,7) 712 (743)
22.00 748 ( 574) 316 (562) 549 (617)

Station Kourou:

06.00 1039 ( 882) 526 (948) 825 ( 980)
08.00 253 ( 507) 226 (553)
12.00 2479 (1780) 2024 (1860)
14.O0 3868 (2140) 2302 (2240)
16.00 4212 (2390) 2442 (2510) 3890 (2570)
18.O0 3703 (23701 2584 (2480)
20.00 3284 (2060) 3035 (2160) 2611 (2210)
22.00 1935 (17701 2042 (1860)

Remark: In fact the Redu neasurements refer to I hour later on the day 79/o4/25 (i.e. 01 .O0 up to
23.O0).
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Graph I: Smpies of smSD/ Bent Versus Tire
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TEMPORAL BEHAVIOR OF PULSES AfTER
"ROPAGATING THROUGH A TURBULENT IONOSPHERE

CHIH-CHUNG YANG AND K. C. YEH
DEPARTMENT OF ELECTRICAL ENGINEERING

UNIVERSITY OF ILLINOIS
URBANA, ILLINOIS 61801

ABSTRACT

A radio signal after propagating through a turbulent ioi.osphere will suffer dis-
tortion owing to dispersion and random scattering. For coarse description of a tem-
poral signal, the temporal moments have been found to be convenient. Past studies
have shown that the zeroth moment is related to the total energy in the pulse, the
first moment is related to the mean arrival time, and the second moment is related
to the mean square pulse width. In this paper, we extend the analysis to the third
and fourth moments which are shown to be related to the skewness and kurtosis of the
pulse. In digital communications, in ideal pulse, due to propagaticn effects, can
be distorted and stretched to produce a long tail occupying an interval longer than
one communication bit. Using the temporal moments an upper bounr! of the energy con-
tent outside of one chip can be estimated.

I. INTRODUCTION

When radio signals propagate through a turbulent ionosphere, such as that often
* occurs in satellite-earth communication links, they suffer distortion due to fre-

quency dispersion and random scattering. For coarse descriptions of the distorted
signal, the temporal moments have been found to be useful [Yeh and Liu, 1977a].
With applications to various communication links in mind these temporal moments have
been calculated up to the third moment in a nondispersive medium [Liu and Yeh, 1978]
and up to the second moment in a dispersive medium [Yeh and Yang, 1977c; Liu and Yeh,
1977; Yeh ane Liu, 1977b; Yeh and Liu, 1979].

the In this paper we extend these earlier works. In Section II, the evaluation of
the temporal moments is extended to the fourth order in a turbulent ionosphere.
Section III contains a diccussion of the physical significance of these moments.
Quantities such as skewness and kurtosis will then be defined in terms of the tem-
poral moments. These quantities are used to describe the temporal characteristics
of the signal intensity distribution. The formulas will then be specified by two
sets of parameters that describe the geometry and content of the medium. In Section
IV, we introduce some properties that are satisfied by the moments of the probability
distribution. These properties are then applied to our signal intensity distribu-
tion. An upper bound for the signal energy outside of some time interval froir the
arrival time in the trailing edge is obtained. The results may be used to determine
conditions under which the intersymbol interference can be considerably reduced.

The geometry of the problem is shown in Figure 1. We assume that the iono-
sphere lies in the region z>G with a homogeneous plasma background and that random
irregularities exist only inside the slab between z=O and z=L. The positions of
the transmitter and the receiver are also shown in this figure. Note that the re-
ceiver is always at a position with z>L.

II. FORMULAS OF TEMPORAL MOMENTS

Assume a plane wave aussian pulse at carrier frequency w with envelope
exp(-t 2 /T 02 ) is impressed at z=0. in the region z>0, this wavg propagates in the z
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direction in a turbulent ionosphere. By Fourier superposition this wave can be
represented by the equation

P(z,t) = f (w) u(z,w) eJ[ t-k( Z~d• (1)

where u(z,w) is the complex amplitude and is in general a random function of posi-
tion (p,z) and frequency w. The quantity f(w) is the frequency spectrum of the im-
pressed signal and k(w) is the wave number.

Define the nth temporal moment by the equation

M(n) (z) 2 <P*(,,t)tn p(z,t)>dt

n=0,1,2, (2)

For physicdl understanding it is more convenient to deal with central temporal
moment which is defined by

M(n) (z) a (t-M(l)/M(0))n <P*(zt)P(zt)>dt

n n! (1l,/M(0) ) niM(J)

Y j!(n- )! (-M
j=o n=0,1,2 ..... (3)

It is evident that M(0)=M(O ) and M(1)=0. To calculate the moments, th.e pulse P
represented by (1) is substituted in (2). One immediately recognizes the occurrence
of th! one-position two-frequency mutual coherence function F2 (z,O,ti.W 2 )
--<u(z,,W 1 )u(z,p,W2 )> 'This fun~ti~n is related to the two-position two-frequency
mutual coherence function F2 (z,P1 -P2 1•• 1 W2 ) which satisfies a certain transport
eouation in a turbulent ionosphere [Tatarskii, 19711. Even though the exact analy-
tic solution to this transport equation does not exist at present(Ome the form of
(2), after (1) J5 inserted, suggests that for the evaluation of M we do pot need
to know ,l but alF2/aw1 " - with m=l,2, ... n. Thereby a method is found to calcu-
late MYn exactly with WIý-2 multiple scattering effects fully taken into account.
The drawback of this method is that the algebra involved increases almost geometri-
cally with the order of the moment. This is why in earlier papers only moments up
to the 2nd order were computed (e.g. Yeh and Liu, 1977a). The calculations for the
central temporal moments are very lengthy. Readers interested in intermediate
steps shoula consult Yang [1981]. In the following, we give only the resulting
formulas of the normalized first moment and the normalized second and third central
moments. The formula for the fourth central moment is very long but available else-
where [Yang, 1981].

wM I)/M(0) =[z/c-A2 c- (2Lz-L )X 2 n- 4/4]n-I (4)
R(2)(z)/M(0) = T:/4•AoLc-2X2n-6/4+4A.,wc-2(3Lz-3L2z+L3)X2n-8/3

+ A~c2C 2(L2 Z2/4-L'z/3+L 4/8) X4n-I10 (5)

,q(3•(z)/M(0) = 3zc-I c- 2X n- 5/2-AC- 1 c-2 (2Lz-L 2 )X2 (24+15X)n- 9/8

6A6 cw C'4(12Lz -118L2z2+I2L'z-3L4)X2n-lI

A2ACCW c 2 (12L'z3-22LZ2z+15L4z-18L0/5)X4n'13

S- A 3(L'zl/4-L4Z2/2+7L~z/20-L6/12)X~n-15 (6)

In the equations above, Xpw 2/WT2 and n221-X, where w is the backgronnd plasma
frequency of the ionosphere. A so Ao, A2 , A4, A6 , As are defined by the equation
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S(P)= A (p) = Ao+A2P +A +p+ +AGP8+.... (7)

where A (•) is given by

A jP B ('p,z)dz (8)

and

B (P,z) S (' ,' )•(*'+Pz'+z)> (9)

here < > denotes ensemble average. In equation (9), ý(',z) S AN(4,z)/N, where N 1the electron density of the background medium which is assumed to be homogen'Žous, AN
is the fluctuating electron density which we have assumed to be an isoi-ropic homo-
geneous random field.

III. PHYSICAL MEANINGS OF TEMPORAL MOMENTS

The first moment and second central moment have been evaluated and discussed in
many papers in the past [Mark, 197?; Yeh and Yang, 1977c; Liu and Yeh, 1977; Yeh and
Liu, 1977b; Yeh and Liu, 1979]. The normalized first moment represents the time
position of the energy weighted by the intensity distribution. Therefore it is just
the arrival time of the signal and we denote it by t . From equation (4), it is easy
to see that the signal has been delayed when receive8 at the receivez in excess to
the free space value z/c since A2 is always negative.

Now for further calculation, we use the power spectrum for the random turbu-
lence introduced by Shkarofsky [1968]. The two dimensional correlation function
A.(p) corresponding to this power spectrumr is given by

z (2 (o-(p-2)/2

A (Ap)) ( (10)K K0•0 0 ( -)2 (p-31/2 (K0£0l

where K is the Hankel function of imaginary argument and Ko=l/Lo. The quantities
L0 and £o are the outer and inner scales, respectively. The quantity a 2 is tf-e
variance of electron density fluctuations,

For numerical results, we take L0=10 kilometers and X0=10 meters and a 2=0.1.
Furthermore we use two sets of parameters which are listed as followr:

Model 1 Model 2

Plasma frequency fp 10 MHz 50 MHz

Distance z 500 km 10CO km

Width of random irregularity slab L 200 km 500 km

These parameters are picked so that Model 1 corresponds to conditions that can
occur naturally in the equatorial ionosphere and Model 2 corresponds to conditions

do d ionosphere disturbed by nuclear explosions. In our calculations the width o'
the impressed pulse To is varied with the carrier frequency f to keep the product
f To constant, i.e. fcTO=100 in our case. This is consistentCwith the requirement,
f f To>>l.

In Figure 2 we present the numerical results for the arrival time. The excess
time, t -z/v , is plotted as a function of the carrier frequency for both Model 1
and Model 2,(j,ýere v Scn, the group velocity. This excess tame has a very strong
dependence on the ragio carrier frequency in the form of fc
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The second central moment given by equation (5) has beer• ientified earlier as
the mean square pulse ýidth of the signal. Denote the square root of it by T, The
dependence of the normalized mean pulse width 1/(!0/2) on the carrier frequency is
shown in Figure 3. Note that in Model 1, if the cgrrier frequency is between 100 MHz
and 140 MHz, the term containing A., '.hich has f dependence, ie m~st important.
In some earlier papers [Sreentvasiah et al., 1979, Leader, 1979) A (p) in (7) is
approximated by a quadratic expression A,+A2 P . With this approximiation, they would
miss the A. te-7. completely which happens to be dominating under the conditions
above. Tiien their results will be in error when applied to our problem.

Next we consider the central third moment given by (6). Note that A2 and A6
are always negative and A. is positive. This implies that the third central moment
is always positive. Physically, 'his means that due to propagation effects the
pulse becomes asymmetrical with a trailing edge longer than the leading edge. To
get a better understanding, let xs define the skewness, s, through the following
relation:

(3) (Z)/M(0) = sr (11)

The value of s is a measure of the extent of the signal asymmetry. Roughly speaking,
larger s means bigger relative difference of the stretched lengths between the
trailing edge and the leading edge. In Figure 4, we show a distribution with an
exponential decay in trailing edge and a Gaussian decay in leading edge. This dis-
tribution has skewness s=l.03, If any one clump distribution has s value much
smaller than unity, we may conclude that this distribution is iess asymmetric than
that shown in Figure 4. For our signal intensity distribution, the dependence of
sshewness on the cprrier frequency is shown in Figure 5. Note that if the carrier
frequency is above 500 MHz for Model 1 and is above 3 GHz for Model 2, the values
of s are much smaller than 1. So we can say in those frequenczy ranges the received
signals must be less asymmetric than the distribution shown .n Figure 4, if by some
other means we can make sure that the signal is in a single clump.

Because of the length the formula of the fourth central moment given elsewhere
[Yang, 1981] is not repeated in this paper. Define the kurtosis, K, by the follow-
ing relation:

M(4)/M(/0 = T (K+3) (12ý

The kurtosis is a dimensionless measure of the distribution concentration extent.
For the distribution shown in Figure 4, the value of K is 2.S4. If any other one
clump distribution nas kurtosis value less than 2.94, it must be more concentrated
than the distribution shown in Figure 4.

In Figure 6, we show the dependence of K on the carrier frequency for our signal
intensity distribution. Note that when the carrier frequency is above 700 MH'i. for
Model 1 and is abcve 4 GHz for Model 2, the values of K are less than 2.94. This
implies tiat in those f-equency ranges the received signal intensity must be more
concentrated. So we can conclude that in those frequency ranges the signal must
decay faster than the exponential decay on both sides if we assume the received
signal is just in a sangle clump.

IV. DESCRIPTION OF THE SIGNAL TAIL

From the results in previous sections, we have learned that the propagating
pulse can be distorted in tao ways: pulse width broadening and increasing
asymmetry of the pulse. In this latter aspect, we find the distorted signal always
has a lonqer trailing edge. When serious this long tail can impact its use in digi-
tal communication because the received signal will not be contained in its original
bit; a substantial amount of its energy may extend into the next few bits. As a
result errors in the decision making process for the neighboring bits may be com-
mitted. This is the reason why it is important to estimate the amount of energy
contained outside of the original bit itself in the trailing edge.
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Since we are dealing wich the normalized signal intensity distribution, this
distribution density as a function of time is always positive and the total dis-
tribution can be normalized to unity. These properties satisfy the conditions for
a functitcn to be a probability distribution density function. So, any theorem about
the moments of the probability distribution as a function of iandom variable can be
cited in our research, if these moments are defined in the same ways as the temporal
moments. Here let us introduce a property about the moments of the probability dis-
tribution [Mises, 1964]. In the following statements, we will not distinguish the
probability distribution from the signal intensity distribution, since the results
havL no difference. This property about the moments can be stated as follows:

Suppose there exists a distribution I(t) which has an m-step incre•Tong Oyula-
ti• distrib iWo% function e(t) arid has first 2m-1 order moments M I,
M , ... , M . If I'(t) is any other disxribution with the same 2m-1
moments as above, then the graph c-f its cumulative diatribution function e'(t)
passes through each "step" and each "riser" of this m-step function c(t).

Note that the cumulative distribution function c(t) and the distribution density

function I(t) is related by
S~t

M(t) = { I(t')dt'

As an example, we show a 3-step case in Figure 7. In this figure, for Che purpose
of our application we denote the positions of the "risers" by t., tý, t3 and the
heights of the respective riser by El, E2, C3. Note that Ell C2, C3 must be posi-
tive and the moments up to fifth order are concerned. Since in the statements of
the property we have used the central moments to specify the m-step increasing
function, the origin of the horizontal axis is the arrival time of the signal.

In the case of a 3-step function stated above, .n order to calculate the posi-
tions and heights of "risers", i.e. ti, t 2 , t 3, E-, £2, 6 3 (6 unknowns) in Figure 7,
the moments up to fifth order (6 knowns) are needed. But, if we have the informa-
tion of only up to fourth moment, we still can construct ti 3-step increasing func-
tion except that any one of tj, t2 , t 3 , El, £2, £C3 muit be left undetermined. This
undetermined one can be chosen arbitrarily within some restricted ranges.

Since we are trying to estimate the signal energy outside some t.me interval
from the arrival time in the trailing edge, among tl, t2 , t 3 , El, £2, £c3 we will let
t 3 unfixed. Now let us compute ti, t2 , El £2, £3 in terms of t3 , T, s, K. The
starting point of the calculation is the equivalence of those moments between our
signal intensity distribution and the d±stribution with 3-step increasing cumulative
disteibution function £(t). The corresponding distribution density function 1(t) of
£(t) can be expressed by a sum of delta functions as

I(t) = £C1 (t-t 1)+£ 2 6(t-t 2 )4E 36(t-t 3 ) (13)

The calculations are straightforward and the results are as rollows:
S= [T

2 
+t 2 t3]/! (t 3 -tl) (t 2 -t 1 )1 (14)

E£2 = ['+tit 3 ]/[(t 3-t 2 ) (tx-t 2 )1 (15)

C3 = [(+tlt 2 ]/[(t1-t 3 )(t 2 -t - )] (16)

and

tl = (p-Vp --i)/2 (17)

2 =(p+/FZTj)/2 (1)

where

p [,(~2t3(K+2)+ 
3 S-t3 

2 ST/[T2 +t3jTS-t 3 
2] (19)
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-q = T•[T 2 s'-t3ts-Ti (K+3)+t 3 2]/[T2+t 3Ts-t 32J (20)

We have constructed the 3-sten increasing function c(t) whose distribution density
function I(i-) has identical muments up to the fourth order as those of out signal
intensity distribution I'(t). Then the graph of e'(t) must pass through the third
"riser" of e(t) at t3 (see Fiqure 7). Furthermore, since the height from this
intersection point to the top step is the fractional signal energy beyond t3 , C3 is
therefore an upper bound of this fractional energy. With applications to binary com-
munication in mind let us put t3 at the boundary of a bit znd then compute the frac-
tional signal energy extended into the neighboring bits in the trailing edge. It
should be reminded that such computations of t 3 will make sense when t, and t2 are
real and E1, £2, £3 are real and positive.

To get some numerical results, we use the parameters given in above two models
once again. We plot the curves of 63 as a function of the carrier frequEncy in
Figure 8. Two values of t3 are assigned, one at To, the other at 2T0 . in both
models, C3 asymptotes to about 0.1 for t3=To and to about 0.005 for t 3=2T0 . Also
we find when the carrier frequency is larger than 1 GHz in Model 1 and larger than
10 GIz in Model 2, £3 is approximately equal to tne individual asymptotic value.
These two values of the carrier frequency coincide roughly with thuse beyond which
the propagation effects on the pulse width and symmetry can be neglected, as shown
in Figures 3 and 5, resp -tively. So we ccn conclude that the signal shape is
nearly unchanged for the carrier frequency range above thosý two values in the re-

* spective model. Because we have the restrictions on the choice of t3, we can not
complete those curves in Figure 8 when the carrier frequency is below some value.

V. CONCLUSION

We have considered a narrow-banded Gaussian envelope carrier signal being im-
pressed at z=0. After propagating through a turbulent plasma, owing to dispersion
and random scattering, this originally symmetric signal is broadened and becomes
asymmetric. The trailing edge is longer than 'he leading edge. From the informa-
tion we obtained, we can not tell whether the received signal is just in a single
clui'_. But if we c~n maxe sure of it by some other means, we compare the skewness
and kurtosis values of the average signal intensity distribution with those of the
distribution shown in Figure 4 and then get a rough idea about the shape of the re-
ceived signal.

The results also show the dominating propagation effect between dispersion and
random scattering. As the arrival time and pulse width are concerned, the random
scattering effect is more important. As far as the signal asymmetry is concerned,
dispersion is more important in the high frequency part and random scattering is
more important in the low frequency part for casez considered. F~nally, for the
extent of signal concentration, random scattering effect is dominating.

Although we can not know the ex:act shape of the received signal intensity dis-
tribution, we can find an upper bound for the fractional signal energy beyond some
time distance from the arrival time. n a binary communication, this information
may help us to predict the errors in a decoding process. But to do it, we need
more investigations.
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PROPHET - AN EMPRGING HF PRFDICTION TECHNOLOGY

Robert B. Rose
Naval Ocean Systems Center

San Diego, CA

ABSTRACT

The middle 1970's saw the inception of a new real time hf propagation fore-
casting concept called PROPHET. Based on mini-computer technology, this system
provided 'oint-to-point propagation assessments which reflected the real time
state of solar and ionospheric conditions. Over the ensuing years, PROPHET has
grown both in cdpability and utility. Whereas tae original PROPHET system was
based on five simple algorithms, the newest Advanced PROPHET system features over
15 hf prediction and assment models. This growth, coupled with rapid advances in
computer sciences had led to numerous permutations which vary in complexity from
mil spec minicomputers to hand-held calculators. This paper presents an overview
of PROPhIST'I growth in capability to the present time, and provides an assessment
of its future role in hf communication, sucveillance and signal exploitation.

BACKGROUND

In the early 1970's the decrease in solar activity brought on by the sunspot
minimum between cycle 20 and 21 and the emergence of communication satellite tech-
nology brought about E de-emphasis in the utilization of the hf spectrum between
two ane 32 MHz aa a primary communications medium. Hf equipment was not upgraded,
and training of communicators in these types of communications was reduced. Sys-
tems using skywave propagation were relegated to a secondary role or neglected
altogether. However, the expected continuance of a military signal intelligence
mission (SIGINT) and a commercial shortwave broadcast requirement dictated that
some .ompetency Ke maintained in these technologies. Also during this period a
Navy pro)gram was underway to develop military applications for real time
solar/ionospheric sensing from satellite platforms. Paradoxically, th! best
spectrum to demonstrate the one-to-one cause and effect relationships between
solar. aLtivity and ionospheric propagation was the hf spectrum. As early as 1972
it was recommended (ref. 1) that " .... with a modest investment over the next
several years, and using many existing networks, a program can be establish-d that
will provide ionospheric dependent systems with:

1. Real time propagation information

2. Solar disturbance forecasts
3. Solar disturbance alerts ...

A concept was adopted to develop propagation forecast (PROPHET) terminals which
would translate real time solar emission data from the SOL'AD and other solar
sensing satellite into a real time hf propagation assessment terminal. Concept-
ually, this system would be able to predict the existence and quality of an hf
skywave channel* between any two points on the globe for either quiet or disturbed
solar conditions.

In the 1975-1977 time frame, three events took place which came together to
provide the needed thrust for new hf tcchnology development. As early as 1976, it
was correctly predicted that solar cycle 21 would be much higher than cycle 20

5Skywave channel is ýcfined as the band of usable frequencies simply bounded by the Maximum Usable
Frequency (MUF) and the Lowest Usable Frequency (LUF).
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(ref. 2), stirring a new interest in commcercial and military use of hf. Second,
new concepts in "minimal modeling" led to the development of the MINIMUF hf MUF
prediction model (ref. 3). Whereas classical MUF preJictions required upwards of
185K bytes of computer code, MINIMUF used 30 '3ASIC statements. Subsequent accu-
racy verifications by correlating it with oblique sounder data have shown this
simple model to have surprising accuracy (ref 3, 4). The similar approach to hf
predict.in model development was used for the QLOF model, used to predict the
undisturbed Lowest Usable Frequency (LUF) and SIDGRID which relates the change in
LUF to solar X-ray flux. Thus "minir.l modeling" led to a grcatly simplified but
accurate pred.ction cappbility which provides an assessment of the hf channel be-
tween any two points. Third, ADP technology moved from mini's to micro's, provid-
ing more computing capaoility in smaller, more portable packages. These three
everits stimulated ideas on the feasibility of ht tactical forecasting being per-
formed by simple algorithms and smill calculators in the field on a real time
basis. In the subsequent four years these ideas have been borne out. The remain-
der of the paper will describe how simple predictions to improve hf channel effec-
tiveness have been exanded to provide new tools for a broad ranle of concepts for
signal acquisition, denial and exploitation.

SOLRAD-PROPHET

The prototype PROPHET, called SOLRAD-PROPHET, was installed at NAVCOMSTA
Stockton, California, in 1976. This was the forerunner of real time geophysically
updated ionospheric assessment systems. It was designed to translate a continuous
stream of solar emission, magnetospheric and i onospheric data into real time hf
propagation asseLsments. The first test vehicle, shown in figure 1, was -rigin-
ally designed to use inputs from the SOLRAD-HI satellites for n one year devclop-
mental te.t and evaluation of ii..pL,.ved hf frequency management and spectrum utili-
zation using PROPHET products.

0A LGG

e DATA AEcORDER

DISPLAY TERMINAL

~ORDERWIRE
I'I jDATEITIMETY

ICLOCK

Figure 1. SOLRAD-PROPHET termin~l.

T ts utility caused it to be retained in operat'.on through October 1980. Over that
'our year period, it successfully supported communications in EASTPAC, WFSTPA.Z,
the Antac-tic and recently the Indian Ocean. in thc,e Instances where it was used
fDr frequency selection and communications planning it was demonstrated tha, the
real time PROPHET concept could solve simple channel availability questions, suc-
cessfully mitigate adverse propagation effeots, and improve ov-rall frequency
management. it was also shown that communicators a-ring PROPHET becai,.e more
proficient in ast&blishing aad maintaining hf circuits (rel- 5).
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The existence of the SOLkAD-PROPFr-T capability led to explorat.on of new
applicatlons foz this prediction technology, and simplified methods to quickly
incorporate it into existi:ag systems throuhiout the fleet. Concurrently, a steady
R&D effort was maintained to assure continued technology advan-ement. The pro-
gress made in each of thete areas will be discussed briefly.

PROP.GATION TACTICS

-n 1977, it became apparent that the ability te ra:'1i"ly p£•dict many point-
to-poin' propagation paths in near real time could be advantageous. A concept,
called propagation tactics4 was formulated which called, for exploiting the abil-
xty to predict the skywave propagation eavironment to gain a •actical advantage.
The advdntage could be in the form of enhanced or degraded geolocation vulnera-
bility, renial of a transmission to an adversary, reduced vulnerability to jam-
M_ýng. These ben~ef its weve derived from the predictability of certain skywave
idiosyncrasies and were exploitable in addition to optimi-ing c:,annel effective-
ness

CLASSIC PROPHET

Classic PIROPHET was the foreruuner of desk top, portable non-real time
SPROPHET i•-eLnals. Designed ircund a 32K, 8 bit microprocessor g-aphics computer,
the system was deplcyed in 1978 to support Navy HFDF operations. It was struc-
tured to allow the Net Coitrol Officer (NCO) to assess propag ior conditions from
his out-stations to a given ta.:get area. Figure 2 illustrates one product which
presents the band of frequencies between the MUF and LUF from each Dr' net station
to a specified target area.
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Figure 2. CLASSIC PROPHET Multi-Station HF Prediction

Concurrently, the development cf a new line of bea -in9 (LOB) variance algorithm
based on propagation factors orovided the 1.FDF NCO with an assessment of
probable HFDF bearing qual;ty for each n t station as a function of time of day.
An exampleý is shown in figure IT vhere it is seen rhat the new LOB variance is
realistically varied by tormal day/night propagation influences : Classic
P'OPHET was successiully tested in 19*19. Additionally because of its simplicity
of use on readily available desk top graphic computers, il has been successfully
employed by numerous oth.?r agencies for sim.ple hf point-to-point prediction.

536



S1$~~IJUN l$Tl F*QIf TI•kHz

X ft-LUX F= A•4 SUN3P!OT 120
ToT CLSPFT LAT . 4&0tON - 11MO

pWit goo WATT. AKT GAIN -3 dB

SADiL z r

'0 1.

Goo u-)2
SGO 2 4 6 • 10 12 14 1I1 18 20 22 2

TIME.ZULU

Figure 3. HFDF Line of Bearing Variance as a
Function of Time of Day

TACTICAL PREDICTION MODULE

While Classic PROPHET was designed primarily to support HFDF problems, the
Tactical Prediction Module (TPM) was designed to address signal security (SIGSEC)
and cummunication security (COMSEC). Designed around a 64K, 16 Bit desk top
graphics computer, it was conceived to support hf communications effectiveness in
a hostile SIGINT an] EW environment. The most current permutation, Version 3
shown in figure 4, represents a third generation refinement designed for a speci-
fic communications need and for use anywhere in the world. Fi.gure 5 shows one of
its 16 output products. Shown in tte 24-hour prediction of the hf channel between
two desired points (light area). EmLt.dded are contours of the signal margin(d3)
the desirrd transmitter will have over a jamming transmitter at the receiver
site. This system is scheduled for field testing in the spring of 1981.

IWO"MATON FLOW DIAGRAM
ARtMY PROACIIT EVALUATON tYSTEM

1YVAoo 3 0 NO<C K, T..O PORnft Mw.-O n I0..13

- _ ........t.GAK GAAP" OC$ TE

NT..... ..N~ O~C

SFigure 4. Information Flow Diagram Army Trophet Evaluation Systemr
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Figure 5. Desired Signal Over Jammer Signal Contours

ADVANCED PROPHEL

ij

While the present versions of the Tactical Prediction Modulez contained dis-
tu.:bance assessment models which are designed to accept data from near real time
keyboard entry, a concerted developmental effort is continuing on improving fully
real time systems which used solar emission data from satellites. The focal point
of this effort is the AdvancFd PROPHET Develcpment System located at NOSC. T6'o

objective of Advan PROPHET is to maintain a fully supported test bed for the
6.1/6.2 environmental 4 orecas'. techno~ogy R&D program maintaineKH bS NAVMAT. This
system has a dedicated real time hf propagation prediction system which is driveil
by the NOAA GOES satellite solar sensors and global ionosph.ýrr.c sensors from the
Air Force Astrogeophysical Teletype Network. The products always reflect prese!,t
geophysical conditions as they are. The models are autcmaticaliy updated with
solar X-ray flux, 10.7 cm solar flux, pioton flux and geomagnetic indiccs kp. The
-5 propagation prediction models in Advanced PROPHET are maintained to develop.
demonstrate and verify new prediction techniques and to test new signal exploita-
tion mod..±ls for hf, vlf and trans ionospher ic systems. Figure 6 shows a 24-hour
field strenqIth prediction useful in assessing the signal strength effectiveness of
an hf circu.t. The use of a simplified fild strength model coupled with a modi-

fied noise mooci allow a 24-hour predictionof MUF/Lt3F botandaries along with embad-
dcd signal to noise contours. While the example shows a benign mid--latitude path,
proper modifications from other elemients of Advanced PROPHET allow outputs such as
this to reflect high latitude absorption or solar flare effects.
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Figure 7 demonstrates the ability of Advanced PRXOPHET to predict the location
and extent of the auroral oval as a function of solar activity.

27 AUG 80

~ 0 Me.

.-- • .- , .,

x.. . ' . 1588 2

rigure 7. Advanced PROPHET Auroral Oval Location Output

This is particularly important in making an accurate assessment of high latitude
propagation conditions, because special auroral zone 1hf absorption models have to
be used when the oval is active. In addition to recent improvements in high lati-
tude prediction, the Advanced PROPHET program is also focusing on equatorial and
transionospheric Dhencimena. Table I provides a summary of a representative sample
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of the models currently residing in this system. Presently, its capabilities are
nowhere duplicated in an operational sense, although model development is infli-
enced by certain operational or new application needs. For example, parts of TPM
version 3 were initially devEloped on Advanced PROPHET, verified, and then simpli-
fied to BASIC for usv on TPM. It is anticipated this approach will continue to be
used into the foreseeable future.

TECHNOLOGY TRANSFER

Because of the simpli.ity of the models and the success of the original
PROPHET syst " evera! spinoffs have emerged to satisfy certain short term
special needs

FAA-PROPHET - A siplifiet' version of PROPHET was installed at the FAA Flight

Service (FSC) in Anchorage, Alaska, to test the utility of PROPHET predic-
tions in the North Pacific. This terminal was based on a LSI-11 microproces-
sor with a built-in floppy disk and CRT. The system wa6 driven by real time
X-ray, 10.7 cm flux and solar proton flux obtained over a data link from the
NOSC Real Time Geophysics Laboratory. The objectives of this permutation
were to air! .n frequency and antenna selection for comurnications between
Alaska and enroute aircraft in the North Pacific. The test objectives were
met.

FOTACS - This is a frequency management and communication planning system.
The MINIMUF, QLOF and SIDGRI) models are used to provide simplified assess-
ment of hf channel availability. One real time version exists at the
NAVCOMSTA Stockton where it replaced the original SOLRAD-PROPHET system in
October 1980. Similar systems are scheduled for employment to all Navy
NAVCAMS.

COPS-MOD. B - The Communications Planing Suppo-t Program (COPS). This sys-
tem, first devised in 1979, currently supports intra task force communica-
tions. Only MINIMUF and QLOF models are used to asscss the availability of a
skyv'ave channel.

One measare of effectiveness of a system or model is the extent it is used
outside its original developmental environment. One example of this type of hf
community acceptance has occurred with the MINIMUF model which was published in
1978 -n BASIC and Fortran versions. Since its introduction, versions exist which
will operate on Te'.tronix 4051/4052, Wang, HP 9845, Apple II, Commodore Pet, North
Star, TRS-80, HP-67 and TI-59 calculato/s. It is in use by the Army, Navy, Air
Force, FAA, commercial short wave broadcasters, and indtstrial users. It is known
to be in use in numerous foreign countries, serving both military and civilian
interests.

THE FUJTURE. OF HF FORECAFTING IN EM WARFARE

PROPHET technology is user tested and accepted. Future advances will provide
t1'e hf user with even more information which will allow him a greater amount of
cootrol over the effects of propagation on his or his adversary's system's perfor-
mance !n either a hostile or benign EM environment. While he can presently
dlrec,,v address channel tffcctivenfss. future systems will concurrently support
signal security, exploitation, surveillance and counter surveillance activities.
PROPHEI vill predict the abil ity of interfering signals to degrade reception in
advance. T'he user will have tools to establish propa-ationally covert channels or
engoae in active electromagnetic warfare - both covert and overt. The information
to accomplish this will be produced on site or on platform, reflect real time
ionospheric and solar conditions and will ba structured to allow periodic upgrade
as new foiecast technology becomes available.

While the future is one of application, hf R&D program objectives include
continuing a viable 6.2 development program to improve prediction timeliness and
accuracy. New tactics in EW, COMSEC and SIGINT will be re. med and tested.
Finally, future efforts will continue to assure PROPHET technology is incorporated
into new communicat)ons architecture.
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Table 1. Advanced PROPHET Models
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HF PROPAGATION ASSESSMENT STUDIES OVER PATHS IN THE ATLANTIC

0. R. UFFELMAN
E. 0. HJLBURT CENTER FOR SPACE RESEARCH

NAVAL RESEARCH LABORATORY
WASHINGTON, D.C. 20375

A8STR'\CT

In September, 1980, and February, 1981, NRL utilized Barry AN/TRG-35 oblique sounding equipment

which was deoloved on board platforms operating in the Atlantic Ocean in order to test a concept to
provide a real-time model update with the oolique sounder as a data source. The purpose of this
work was to show that very accurate W- channel assessment was possible over paths in the local
vicinity of tne sounded path. Presented are initial results of two exercises encompassing both
short pats. (less than 900 kin) in the North Atlantic and medium length paths (900-2000 kin) in the
middle latituee Atlantic. These, initial results indicate that by utilizing the oblique sounder to
update the MINIM5 3.5 model developed by NOSC, a significant increase in the accuracy of short
term forecmsting of t.5 Maximum Usable Frequency ( inf) can be obtained. Over a 24-hour period, RMS
errors fromx this model driven by the 5-day running average of 10.7 cm flux were approximately 4
MHz. Utilizing the oblique sounder as an update tool, this RIS error dropped to near 1 MHz.
Further results are requiied, however, to validate the technique over longer periods of time,
different geographies, and larger operational areas.

INTRODUCTION

Workers who are well acqaninted with using the HF band (3-30 MHz) for comiitnications know ttst
in a low noise environment a reliable WF channel can be maintained at reasonable data rates
provided the proper frequency, bandwidth, and antenna are selected. In fact, If these items are
optimized it is reasonable to expect reliabilities approaching satellite links. Unfortunately,
because of the nature of the beast, the information bandwidtn is not as great as with sate'lite
systems.

In the past, the tack hes been taken to devise equipment and techniques to improve the system
performance under poor channpl conditions. Work devoted, to chis end include improved antenna
design, increased transmitter power, modulation and dete-,tion techniques commensurate with the
medium, diversity techniques, and error correction techniqjes. These methods generally ofler some
improvement, but the performance of the channel generally remains below that which is desired. A
substantial improvement, however, can be gained by selectig the optimum channel between the
transmitter and receiver. Oblique sounding and technioues relying on it play an important role in
assisting in this optiminition. The work presented nhrein suggests a iovel uise of the oblique
soundur to provide an ,ý,date to a model rhich determines the characteristics of the FF channel
between two points. ft is shown that, at least in the initial work, significant improvement in the
RMS error between dczual channel data and the mudel occurs employing this model update scheme.

BACOvGROUND

r•anera 1

SNRL initiated an examination of the potential for updating various ionospheric oropagation
model calculatiuns for Navy uses when presented with the possibility thet the Air Force might
launch an advancad technology topside ionospheric sounder as part of its environmental assessment
program. In oruer to determine the success of each model update procedure, it was necessary to
directly as-ess the WF channel in order to have a basis for cormarison. In the process of
designlnq experiments to acquire the type of data needed to test the update hypothesis, NRL
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attemrpted to take advantage of various scheduled operations which evl~ov obilque sounders to du W
channel assessment. The equipment currently being utilized in these operations is the Barry
AN/TRO-35 Tactical Frequsy Mnmagement System (TFMS). It is from these data that a diiect
assessment of the channel can be made and results using topside update may be co~vared.

In the process of doing the experimental design it was decided to also attempt the update
directly from the oblique sounder network. In order to test this idea, at least two simultaneous
sounder links hed to be operating such that one path could be used as a source for the update and
the second path, an arbitrary unknown path in practical apnlications, could be the path against
which the updated motel calculation was compared. After several opportunities to collect

appropriate data were cancelled, NRL finally participated in the NATO Teamwork '80 exercise in
Septemrher of 1980. Since topside sourder coverage was unavailable directly overhead in the area of
Teamwork '80, the primary objective of this exercise was to obtain the type of oblique sounder data
against which the model update could be performed using the oblique sounder data directly. The
model update using oblique sounder data as a source, therefore, is the subject of this paper.

The Equipment

The &uta obtained from the TRO-35 ("Turkey-35") receiver 's in the form of Polaroid photographs
of the oblique sounding ionogram. For short paths, the sounde. network is set up to operate
between 2 and 15 MHz, and for long paths the limits are 2-30 I.Hz. A sounding rn.quires four minutes
and forty seconds to complete. The equipment has the capability to record Ls many as three
different stations, with each transmitting in a different five minute time slice of a fifteen
rminute period. Figure 1 shows the sounder receiver display and the inmortant parameters which are
extracted from that data (7). Three different parameters are scaled from these data. The first
is tthe cutoff point for ionospheric wropagation between the transmitter and receiver known as the
maximum usable frequency (MUF). In the example shown here, the maximum usable frequency is 7.6
MHz. The second parameter scaled is •he band of frequencies in which ootimum transmission might
occur. This Is called the FOT band. The FOT band is defined as that region in the data where the
signal strength is high and no multi-oath is evident. In the example shown here, the FOT band
occurs between approximately 3.7 MHz and 6. 1 MHz with the best frequencies being near 6.1 MHz where
absorption should be the lowest. Tte last parameter scaled is the !owest usable frequency or LUF.
The LUF is the frequency where the low ciutoff occurs and is typically o'-termined 'by D-region
absorption. In this case the lowest usable frequency appears to be slightly aboýe 2 MHz.

The data shown in Figure 1 also contains a histogram at the top of the oisplay indicating the
signal strength at each of the received frequencies. The histogram actually is a plot of the
receiver AGC. Since this oblique sounding equipment is user orierted and not research
instrursentation, the fJll amount of information normally available by properly thresholding the
receiver such that the noise floor is slightly evident, is not available here. However, for the
communications problem being addressed with the instrument, it is only important to ascertain the
*MUF, FOT, and ,.UF. Hence, excepting the fact that the manoower overhead is high to record a
complete set of data, the equipment is quite usable and the data is.easy to scale.

DISCUSSION

1he essence of the model update technique is illstrated by Figure 2. A mooel caiculatior, of
the diurnal variation of t.,e maximum usable frequency for a circuit is performed using the
appropriate parameters which drive the model. This step is illustrated by the line labeled "model
application". The actual data is plotted against this computation and in most cases the model ras
a bias with trends tending to be agreeable. The next step is to extract a reading of the
appropriate parameter (MUF for this case) at one point in time from the oblique sounder. The model
is then forced to fit this point by varying the relevant driving parameters. This step is
indicated by the center plot of the figure labeled "known path". The model that is currently being
examined, MINIM&F 3.5, is fitted by varying the driving parameter which is a sunspot nu-ber. This
suispot number derived from the force fit is then used to generate like computations over other
paths and these are compared directly with sounder data to determine how well the technique
worked. This is illustrated in the figure by the plot labeled "unknown path".

One objective of this work is to ascertain the spatial and temporal perishability of a model
update. This can be satisfied by testing the performance of various models over a large eoough
data base. The current model being tested is MINIMUF 3.5, but others are envisioned for testing in
this manner sich as IONCAP and HFMLFES. It is expecteo that the model update scheme will work well
over a local area. If this can be verified, a single oblique sounder path in the mid-latitude
Atlantic, for example, could be used to update the appropriate model and this updated model could
be used to obtain accurate forecasts of the maximun usable frequencies of other links operating in
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that rorea. Experimentally, of course, this is determined by actually having sounder measurements
over paths other ti-an the reference path. Experimental results will be shown in the following
sections which indicate the initial success of this technique.

RESULTS

Mt. Whitney Operations; September 18-19, 1980

In the cast, obtaining the type of data required to validate this technique has been
difficult. Data is required from two or more oblique sounder paths operating simultaneously in a

m =•_ local area. One path is used to u4date the model and other paths can be used to check the success
of the update. NRL's first opportunity to obtain data of this kind occurred in September, 1980.
An NRL representative -ent on board tc 115S mt. Whitney tn obtain oblique sounder data from a net
which was being used to support the NATO Teamwork 80 exercises. Figure 3 is a map of the
experimental setup in the September 18-19 time frame. A sounder transmitter was located at Soc
Buchan, 5cotland, labeled Tl; Kolsaas, Norway, laoeleo T2 ; and Orland, Norway, labeled T3 .
The USS Mt. Whitney, on-board which the receiver was located, was anchored off the coast of
Norway. This is denoteo by R. Path lengths are 830 km (TI-R), 340 km (T2-R), and 104 km
(T3-R). Since NRL could have only one representative on-board to gather dta and the data -ed to
be obtained in the form of Polaroid photos, it was extremely difficult ,o get a continuous set of
data for the full exercise period. However, on the 18th and 19th of September, tie technician
worked a straight 24-hour per~od in order to obtain one complete day of data. Partial days are
also in the data base for the perie- 9 September - 23 September. The existence of one complete
diurnal cycle was tho determinino factor in the selection of the sample of data on which the update
technique was first tested.

S*, The Unupdated Model

To determine the improvement gained by employing this technique, the model was run in its
standard recommended mode (4) whereby the five day running average of 10.7 centimeter flux was
used to drive the model. This model calculation was comrpared with the actual maximum usable
frequercy as scaled from the data and the RMS error was computed. Fig re 4 shows this comparison.
The vertical lines indicate the difference between the model and the actusl maximum usable
frequency as measured every 15 minutes by the sounder over the Soc Buchan to Mt. Whitney path
(TI-R). Note that the difference between the model and the actual data has an RMS error of 3.82
MHz. This is in good agreement with the advertised accuracy of MINIMUF 3.5 (4). Figure 5 is the
same type of calculation, but for Kolsaas, Norway to the mt. Whitney. The calculated RMS error
here is 4.03 MHz.

The Updated Model

to "it the measured MUF on that path at 060OZ. From the forced fit, a sunspot number was extracted
and used to drive the model for the Soc Buchan to Mt. Whitney path. The results from these updates
are shown in the next two figures. Figure 6 indicates the model update calculation for the Soc
Buchan path whereby the Kolsaas path was used to derive the applicable sunspot number. In this
case, note the marked improvement tn the model fit to the data. The RI'5 error ras dropped to 1.64
MHz with the largest portion of that error occurring in the evening when scattering phenome-a led
to increased scaled maximum usable frequencies.

rfigure 7 indicates the improvement in the Kolsaas path model calculation. Here the RMS error
is 2.87 MHz and again, most of that error is due to the scatter propagati-,n which occurred.

Since the MINIMUF model has no capability to predict scatter, the data was rescaled to remove
the scatter. Figu.e 8, which is an example of the actual data, indicates how this could be done.
First note the "extended nose" of the ionogram which is attributed to scattering phenomena.
Working back in ti- ionogram, one can see the standard portion of the ionogram where o-x splitting
occurs. Hence, it was relatively simple tn identify the point where the standard MlF exists.

The next two figures show the result of the update with the scatter rer, ved. Figure 9 is the
longer Soc Bur-han to Mt. Whitney path. The calculated RMS error has dopped to .85 MHz indicating
an extremely good fit to the actual data. Figure 10 is the comcarison of the Kolsaas to Mt.
Whitney path. It also shows a .85 MWHz RMS error, again indicating a good fit.

An additional subtlety should be noted in this analysis. There was an approximate two hour
shift to the left of the MINIMUF model calculation relative to the actual Jeta. This oas removed.
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At this point no attempt is made to explain this shift. However, the problem is simply handled by
matching the model sunrise with the data suririse and then performing the fit from tht point. It
has beer, indicated that September-October MINIMUF model calculations at high latitudes over short
paths have shown this shift in the past and at present this is not understood. It is suspected,
however, that at high latitudes near equinox, there is a seasonal effect which is responsible for
this result (2).

Table I below is a summary of the data examined so far indicating th. improvement in the
forecast using the model update for the September 18-19 time frame with the scatter removed. A
number of different computations were attempted. Situation #1 is the case where the MINIMUF model
was driven using the actual five day running average of 10.7 centimeter flux. The RMS error for
each path is calculated. It was noticed during the analysis that the 10.7 centimeter flux and the
sunspot number which NRL had access to did not convert by the algorithm in MINIMUJF. Hence,
situation #2 was generated using the five day running average if sunspot number. The thirc case
used the one day sunspot number since February 18 was more active than the previous four days. The
RMS error declined further. As mentioned earlier, the MINIMUF calculation was shifted relative to
the actual data. Hence, MINIMUF was shifted to remove this error and situation #4 reflects that
"calculation -ith the same driving perameters as situation #1. There is only about a .4 MHz RMS
error diffeience due to the shift. Likewise, situation #5 is comparable to situation #2 and
situation #6 is comperable to situation #0. Finally, situations 7-14 indicate the results using a
reference path to perform the update. For example, situation #7 utilizes a shifted MINIMUF, where
the model was forced to fit on the Soc Buchan path at 0600". The resulting sunspot number was then
used to derive the Soc Buchan uath, and the Kolsaas path. RMS errors are indicated. Several
different update times are investigated where situations 8-10 are updates using thr' Soc Buchan palh
at 0800Z, l000Z and 1200Z respectively.

Ii order to obtain an indication of the dependence of the technique on path differences, the
same update scenario was aplted using Kolsaas as the reference path. Situations 11-14 show the
RMS errors using that pati, es the reference with fits derived at 0600Z, 0800Z, I000Z aod 1200Z
respectively.

'ABLE I

IMPROVEMENT IN F RECAST USING UPDATE

Accuracy (RMS Error, MHz) of Update Technique
For Sept 18-19, 1980 Data With "Nose Extensio " Removed

aFIT TO RAW DATA SSN
No. SITUATION SOC BUCHAN KOLSAAS USED

1 Actual MINIMIF Using 5 day 10.7 cm Flux 3.36 2.76 112
2 Actual MINIMUF Using 5 day SSN 2.65 2.22 149
3 Actual 1INIMUF Using 1 day SSN 1.98 1.72 197
4 Shifted MINIMUF Using 5 day 10.7 cm Flux 2.97 2.43 112
5 Shifted MINIMUF Using 5 day SSN 2.07 1.75 149
6 Shifteo MINIMUF Using I day SSN .99 .95 197
7 Shifted, 0600Z Fit at Soc Bichan .66 .63 227
8 Shifted, 08C3Z Fit at Soc 8uehan .75 .67 249
9 Shifted, lOOOZ Fit at Soc Buchan .75 .67 249

10 Shifted, 1200Z Fit at Soc Buchan .75 .67 249
11 Shifted, 0600Z Fit at Kolsaas .85 .85 205
12 Shifted, OBOOZ Fit at Kolsaas .64 .62 240
13 Shifted, 1000Z Fit at Kolsaas .66 .63 227
14 Shifted, 1200Z Fit at Kolsaas .66 .63 227

To further validate this technique another operation of opportunity in the Atlantic was drawn
upon in late February, 1981. The path lengths were 1000-2000 km and these were at mid-latitude.
Preliminary results indicate that the update technique worked almost as well as the example shown
herein with RMS error dropping to near I MHz for a 24 hour pe.-iod. Those results will be repnrted
in a future document.

SUMMARY

In the near future the U. S. Navy will be deploying a number of oblique ionospheric sounders to
be used to improve -F long haul communications. In addition, a great deal of work is being done
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with the PROPHET prediction system to determine eftective use of propagation tactics as well as
assess management based on the condition of the propagation environment. It is NRL's intent to
examine the coupling of these two instruments into a system which will provide greatly increased
propagation assessment and forecasting accuracies. Initial results indicate this is a reasonable
idea and significant improvement may be gained by marrying oblique sounding and PROPHET-type
systems. Although this technique has not been validated over a larqe variety of links under
various conditions, initial indications are that this should be done to verify the possibility that
large increases in short term forecasting accuracy might be effected.

CONCLUSION4

RMS errors near 1 MHz between a model calculation and the acttpl maximum usable frequencv for
an WF circuit indicates an extremely useful technique for making accurate decisions regarding
tactics which take into account the effect of the propagation medium. The model update work
represented herein should be verified over various geographies at various times of the year. At
"the same time, other models used by the community such as IONCAP and HF'.UFES should also be
examined in this context. It is NRL's intent to do this as follow-on work. Verification of this

I j technique on a general basis could lead to a major advance in the use of computerized assessment
and forecast to employ Dropagdtion tactics and to effect greatly increased efficiencies in the use
of frequency assets and channel reliabilities in the future.
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A GLOBAL MODEL FOR WIDEBAND HF SKYWAVE PROPAGATION

A. Malaga

SIGNATRON, INC,
Lexington, MA 02173

1 . INTRODUCTION strength about the monthly median value.
Thase distributions have been derived from a

The HF channel is a dispersive and large data base gathered under a wide range
time varying channel whose characteristics of conditions, and show a dependence on geo-
depend on the operating frequency, range, wignetic latitude, season, local time and
geographical location, time-of-day, season patn length. However a similar data base
and sun-spot number. Existing HF propaga- for the imultipath and fade rate (Doppler)
tion models such as thv ITS-78/HFMUFES model parameters is not available. On the other
[1] are mainly concerned with the prediction hand, it is well known (3] that the delays
of the optim-m operating frequency (FOT) as and Doppler shifts of the various skywave
well as the HF skywavo signal strength and returns depend primarily on the heights and
to a lesser extent with the wiltLpath struc- critical frequencies of the E, F1 and F2
ture of the received HF signal. This type layers, while their strength (amplitude) de-
of information J s suitable for narrowband pends primarily on the absorption character-
voice and low data rate transmission HF sys- istics of the D layer. Hence a worldwide HF
tems which perform optimally near the max- propagation prediction model can be estab-
imum usable-frequency (MUF) where the multi- lished from a model which describes the
path is minimal. However, modern communica- diurnal, seasonal, geographical and solar
tion techniques which employ digital signal- cycle variations of the D, E, F1 and F2
ling, wider banclwidths and adaptive methods layers.
to combine multiple skywave returns coher-
ently can perform better under strong multi- The diurnal, seasonal and geographical
path conditions. Hence in addition to the dynamics of the D, E, and F1 layers can be
received signal strength, information about modeled quite well [41 as a function of a
the number of returns, their relative de- single parameter, cos X (cosine of the in-
lays, delay dispersion, Doppler shift and stantaneous solar zenith angle), propor-
Doppler smears is required in order to de- tional to the solar intensity. However the
sign and properly plan a point-to-point HF same is not true of the F2 layer which ex-
conmmunications link. I.a this paper we des- hibits diurnal, seasonal and equatorial an-
cribe an HF propagation model suitable for omalies (5] when compared to expectations
the prediction of all of these parameters as based on cos X variations. For example, the
a function of operating frequency, range, F2 layer critical frequency, f 0 F2, can be
geographical location, time-of-day, season higher at mid-day in winter than in summer
and sun-spot number. The diurnal, seasonal, (seasonal anomaly), and on a given day can
geographical and solar-cycle variations in peak in late afternoon rather than at mid-
the various parameters ar•. obtained from day (diurnal anomaly). Unlike the E and F1
their relationship to diurnal, seasonal, layers, the critical frequency of the F2
geographical and solar-cycle variations in layer is not maximum at the equator but
the critical frequencies and heights of the rather it exhibits a trough (equatorial an-
D, E, FI and F2 layers. omaly).

HF propagation prediction models such Although f F2 cannot be modeled as a
as ITS-78/HFMUFES (1] make use of worldwide function of the instantaneous cos X, Levine,
predictions of monthly median values of the et al [6] have proposed to model the diurnal
critical frequency of the F2 layer (f 0 F2) and seasonal variations of f 0 F2 as a lagged
published by NOAA (2] to predict the monthly response to the instantareous solar inten-
median value of the received signal level. sity cos X. Allowing the lag time constant
Hour-tu-hour and day-to-day variations are to be long (a 10 hours) in summer and short
obtained from distributions of signal (I 1 hour) in winter at middle and equator-
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ial latitudes, they are able to reproduce path, one may also observe rfultipath due to
the seasonal anomalies. Furthermore by skywaves which have been reflected from the
choosing the lag time constant during the ionosphere once (one-hop) and skywaves which
day to be a simple monotonic function of the have been reflected twice and three times
mid-day solar zenith angle, and constant at (two-hop and taree-hop sklwaves). On very
night (2 hours) independent of season or long paths (> 3000 km) one mzy only receive
geographical location, they are able to re- two-hop and three-hop ieturns. The relative
produce the diurnal behavior of f 0 F2. We delays between the various one-hop returns
make use of this F2 layer dynamics model and may vary from tens to hundreds of micco-
the Chapman model (cos X) description of the seconds while the relative delays between
D, E and Fl layers dynamics in order tu pre- the ground wave, one-hop, two-hop and three-
dict the diurnil, seasonal and geographical hop skyways returns when present may vary
variations of the iultipath skyways propaga- from hundreds of microseconds to a few mil-
tion parameters. liseconds.

In the remainder of this paper we dis- In addition to multipath time disper-
cuss the relationship between the various sion, HF signals also exhibit frequency dis-
parameters of the HF channel and the iono- persion also referred to as fadiiug. The
spheric layer parameters and theix %aria- fading is due to the dynamic nature of the
tions. ionosphere. The ionization levels of the E,

Fl and F2 layers change constantly with time
2. HF CHANNEL CHARACTERIZATION of the day, month, season and from year-to-

year. The heights of the E, F1 and F2
At frequencies in the HF bane (:o-30 layers also change froin hour-to-hour, month,

MHz), the composite received signal at ais- ,eason, etc. Because of diurnal changes in
tances beyond the horizon consists of a sig- tne heights uf the layers and the electron
nal which propagates along the ground content in each layer, each of the iono-
(ground wave) and a number of iorospheri- opheric returns exhibits a Doppler shift.
cally reflected signals (skywaves'. When Those signals reflected from the higher
propagation is over land, the grourd wave is layers (Fl and F2) exhibit larger Doppler
stronger up to distances of 80-100 km during shifts than those reflected from the E-
the day time hours and 30-50 km at night. layer, and two-hop returns have larger Dop-
When propagation is over ser.-water the pler shifts than one-hop returns. During
ground wave predominates up to distances of the morning nours when the height of the
200-250 km during the day and 100-150 km at layer decreases, the Doppler shifts are 3os-

night. itive while in the afternoon and evening the
Doppler shifts become negative as the height

Because the ionosphere is an inhomo- of the layers increases. The relative Dop-
geneous medium, i.e., it consists of three pler shifts between the various returns due
maln layers varying i.- altitude from 100 km to diurnal changes in the ionosphere vary
to 400 km and known as the E, Fl and F2 from .01 Hz to about one Hz. Larger Doppler
layers, the skywave return consists of sev- shifts may occur during periods when iono-
eral signals each of which has been reflec- spheric disturbances (TID's) are observed.
ted at a different height. The number of
signals reflected from each layer depends or. During 'quiet' times when there is
whether the operating frequency is above or little solar, ,agnetic and weather activity
below the maximum-usable-frequency (MUF) of the ionosphere continues to fluctuate ran-
the layer, i.e., the maximum frequency for domly in addition to its regular diurnal and
which one can expect a return from that seasonal changes. These random fluctuations
layer. If the operating frequency is below are caused by irregularities in the ioniza-
the MUF of a layer but clopa to it, we can tion profile of the ionosphere and result in
expect two returns from this layer known as frequency spreading (smearing) of each of
"the high ray end low ray. In addition each the ionospheric returns. In general, the
of these returns may be decomposed into two higher the signal is reflected in the iono-
magnetoionic components, known as the or- sphere the more frequency spreading it ex-
d,.nary and extraordinary rays, which follow hibits because it must travel through more
somewhat different paths. The high ray re- irregularities. Frequency spreading of the
turns are usuallj more heavily attenuated individual returns may vary from .01 Hz to a
than *.he low ray returns while the magne- few tenths of one Hz at mid latitudes and
tolonic components may be indistinguishable higher over auroral and equatorial paths.
from each other because they have nearly
e-jil delays. Thus one may often observe The preceding description of HF pro-

on.y 4 tingle return from a layer. Because pagation phenomena indicates that we may
each return is reflected at a different represent the HF channel as a linear random
height, they are delayed relative to each time varying channel whose time varying
other as wel) as relative to the ground wave transfer function (response to a complex
if present. Aside from this type of multi- sinusoidal excitation) is given by
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where the Ci are •he average delays at the
N center frequency, the bi are the slopes of

G(ft) = • A icit) exp{j2w[vit - Tif]} (1) the delay traces in Figure 1 (at the center
i-I frequency), which determine the amount of

delay dispersion, and the Si are zero-mean
"where N is the number of returns including random corstants which account for random
the ground wave if present, Ti is the de- delay effects due to the same irregularities
lay of the ith return, vi is the Doppler which cause Doppler smear. This representa-
shift, Ai is its amplitude. The ci~t) tion of the delay assumes that the delay of
are normalized random time-varying multipli- each return varies linearly with frequency
cative factors whose statistics describe the within che bandwidth of interest.
short term fading of the individual returns
and their autocorrelation determines the co- The curves of Figures 1, 2 and 3 apply
herence -ime and frequency spreading of the to a particular link, for a particular time
various returns. The amplitudes, Ai, de- of day, day, month and sun-spot number. The
lays, Ti, and Doppler shifts, Vi, vary delays, Doppler shifts, attenuations and the
slowly with time, i.e., exhibit diurnal and random gains ci(t) vary from hour-to-hour,
seasonal variations, day-to-day, seasonally, etc. Hence it is

important to be able to predict the extent
As an example we have plotted in Fig- of these variations. In particular, the

uxes 1, 2 and 3 the delays (relative to the diurnal variations are directly responsible
around wave dolay), Doppler shifts and at- for the Doppler shifts as well as changes in
tenactions of all the possible returns the MUF (19.9 MHz in Figures 1, 2 and 3).
(modes) for a 1300 km link whose mid-path Thus in the remainder of this papor we con-
point is located at a latitude of 40* north centrate on establishing the relationship
and its longitude is 1000 west. The local between the delay, Doppler shift and attenu-
time at md-path is 16 hrs, the month is ation of the various modes and the diurnal,
December and the sun-spot number is 150. seasonal and geogra,>hic behavior of the
The delays, Doppler shifts and attenuation ionosphere. The random gains also exhibit
(path loss) are plotted as a function of diurnal and seasonal variations; however we
frequency. Each trace corresponds to the postpone a discassion of these to future
relative dulay (Figure 1), Doppler shift work.
(Figure 2) or attenuation (Figure 3) of a
particular mode. The number in front of the R. RELATIONSHIP TO IONOSPHERIC
Lode label (E, F1 or F2 mode) denotes the LAYER PARAMETERS
number of hops between transmitter and re-
ceiver while the subscript 0 or X indicates Without going into the details of ion-
whether it is an 'ordinary' or 'extraordi- ospheric pinpagation which are well known
nary' mode. Modes 50 dB weaker than the (4,7], we now proceed to establish the rela-
strongest mode are not shown. Some of the tionship between the delays, Doppler shifts
traces are double valued, i.e., at each fre- and amplitudes of the individual returns and
quency there are two possible values of the ionospheric layer heights an.] critical
delay, Doppler shift and attenuation. One frequencies.
value of delay is that of the low ray while
the other is that of the high ray; similarly Delays
for the Doppler shift and path loss
traces. These curve. show that at some fre- If we neglect the earth's magnetic
quencies (8-14 MHz), the strongest mode field, the delay of a given ionospheric re-
(2F2 0 or 1F20 ) is not necessarily the first turn can be calculated from
mode to arrive (IE 0 ). Furthermore, the de-
lays of some of the modes (F1 and F2 modes) p10
exhibit a strong frequency dependence. This -i-c (3)
frequency d6pendent delay results in delay C

dispersion of the individual modes when the
bandwidth of the transmitted signal is large where P' (i) is the virtual or equivalent
enough. path of a return whose angle of incidence on

the ionosphere, measured from the vertical,
Wideband channel representation is 0i * The virtual or equivalent path is

the path that a wave incident at an angle
When the bandwidth of interest is suf- 

6
i would follow from transmitter to re-

ficiently large, say 10 KHz, the delays ceiver if its propagation velocity were con-
Ti in the time-varying transfer function stant and equal to the speed of light in
should be more appropriately modeled as free space c .

From the geometry of Figure 4, it can
Ti . Ci + b if -6 (2) be seen that the virtual path P' for a K-

hop return is given by
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electron density profiles of the 9, F1 and
KD- F2 layers are assumed to vary parabolically

P () -(4) wth h'ight. The Lrltical frequency of each
layer is proportional to the square root of
the peak elect:ron density of the layer, that

where DK is "•he horizontal or flat-earth in
ranga for 1/t (.' the path. This distance is
related to the path great circle distance, f E -
D, over i round earth with radius of curva- 0 m
ture Re by f 01 - ýaN(X,hmF1) (8)

D (5) f 0 2 - VaN(XhmF2)
e 2R si - 5DK a R i 2ReK

where foE, FoFl and f0 F2 are the critical
These expressions for the virtual path of a frequencies of the E, Fl and F2 layers, re-
multi-hop return assume that the ionospheric spectively, and hmE, heFl, hmF2 are the
layers have similar heights and critical heights of the maxima of the layers.
frequenciis at the K reflection points.
This is not true in practice especially for For a fixed horizontal range D. and
East-West propagation paths so that (4) and ionization profile N(x,h) there is a number
(5) are first order approximations. For of angles of incidence Gi which satisfy
most cases of interest, thn'se approximations (6). Each solution corresponds to a return.
will yield sufficiently accurate results ex-
cept in the case in which the path stradles Doppler shift
the day-night boundary.

The Doppler shift in Hz of a multi-hop
Angle of incidence return is proportional to the frequency of

the transmitted signal, and the time rate of
In order to completely spebify the change of the phase path length, P(Oi), that
olay of a given iono°pheric return we need is

still determini its angle of incidence
fed If we neglect the earth's magnetic f cos __ (9field, then the angle of incidence of a re- vi a (9)

turn can be obtained from the following re- i c dt
lationship between the horizontal range
D and the electron density height profile The phase path length is the integral
N(X,h) of the ionospheric layers [7]: of the refractive index over the path so

h that

D- 2 tan fi [i- a N(y,h) 1- 1/2dh (6) h
0i(cos elf)2 P - 2K a [i - aN(X,h) ]1/2 dh (10)

where f is the operating frequency in 0 (cos 0,f)

MHz, N(x,h) is the electron density in where hr is the true reflection height, K
electrons/cubic cm, which varies with is the numbsr of hops and N(x,h) is the ion-
height h and solar zenith angle X , and ization profile which changes slowly in
a " 80.6 x 10-6 . The height hr is the time. In particular the critical frequen-
true reflection height measured above the cies and the heights of the maxima of the
"horizontal range D.- Reflection occurs at layers exhib t diurnal variations which are
that height at which the group velocity of directly responsible for the Doppler shifts
the wave is zero. The group velocity v of the skyways returns. A more specific
of a wave of frequency f incident on tha discussion of the diurnal variations is
ionosphere at an angle 0i is given by (7] given in Section 4.

Vg- C - a N(y,h) 11/2 (7)Attenuation"vg ( cs a if(2.) 2]7)/

(Cos eif) The attenuation of the individual re-
turns is due to three main ef~ects: (1)

Closed form solutions of the true reflection spherical spreading; (2) non-deviative ab-
height, hr, and the horizontal range D. as sorption in the D-regionj and (3) deviative
a function of the angle of incidence i can absorption in the E aid F regions.
be found for a number of ionosperic profiles
(7]. The simplest type of profile which Spherical spreading losses are usually
preserves the multi-layer structure of the "xpressed in terms of an effective distance
ionosphere and which allows a closed form Se. Tie received power has the usual in-
solution of (6) and 17) is one in which the vwzrse cspendence on S e PFros physical
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oonAideracions it can hi shown [3) t'at the that return (especially high ray returns).
power loss due to sprea'Ang should be pro- If we "sume that the collision frequency in
portional to the raie of change of the hor- the layer is cn ,stant, then the deviative
izontal ground rancge, D., with respect to absorption in ,a for the ordinary rays can
the angle of incidence and the number of be calculated from [4,7]
hope K. Thus for the geometry of Figure 4,

2 2 . 2D ote _K (1 LD - 4.343 'J(P'-P)/c dS (15)s2 - K2D cotO ei 1 - (II)

a W I
where P is the virtual path given by (4),The spreading loss in da is then given by P is the phase path given by (10), c is the

speed of light and v is the collision fre-
4wS quency (in sec-) in the reflecting layer.

LS - 20 log (12) The collision frequency decrec.es with
height so that devistive absorption is more
significant for modes reflected from the E

where A is the wavelength of the incident layer while modes reflected from the F2j •wave. The analytical dependence of the hor- layer are barely affected by it. Typical

zontal range, DK, on the angle of incidence valuea of zhe h ollision frequency at dif-
for a particular profile nay be obtained ferent altitudes any be found in 4]. This
from Equation (6). author also gives the following formula for

the deviative absorption of 'extraordinary'
Attenuation due to non-deviative ab- modes in dB:

sorption in the D-layer is the predominant
loss mechanism. During the day time, the D-
region absorption loss may be calcilated (in . 4.343 - (P'-P) (16)
dB) from the semi-empirical expression (1] H

75 where f is the frequency and f is the

LUD "K DW Sec 0il (cos X), (13) gyrofrrquency. The factor f/(I-f i is
greater than unity so that deviative abeorp-

286(1+.0087Y)(1+.005R) tion is greater for 'extraordinary' modas
ND /4w2 2 + (f + fH)2 than for 'ordinary' modes.

VD H
In addition to these three loss mech-

where K is the number- of hops, Y is the anisms, multi-hop modes are also affected by
latitude in degrees, R is the smoothed 11- losses at each reflection from the ground.
month sun-spot number, W is the winter Methods of computing this loss may be found
anomaly factor (discussed in [1]), X is the in [1].
solar zenith angle, v D/2 is the electron-
neutral collision frequency In the D-region Maqn .tic field effects

(_ 3.1 MHz) and f. is the gyrofrequency at D
layer heights (- 1.3 MHz). The upper sign The main effect of the earth's mag-
ii, the denominator of (13) applies to netic field is to split a vave incident on
'ordinary' rays while the lower sign applies the ionosphere into two waves called the or-
to the 'extraordinary' rays. Tie justifica- diaiary and extraordinary waves. However in
tion and development of this formula can be the foregoing discussion of delays (or vir-
found elsewhere [1] and will not be dis- tual path) and Doppler shifts (or phase
cussed furt• er. Other methods for cal- path) we neglected the effect of the magne-
culating the absorpt'on loss are given by tic field. The expreasions given for the
other authorA (8,9] and may be found to -*,e virtual and chase paths, ignoring magnetic
more accurate depending on the circzx- fields effects, are accepted approximations
stances. for the ordinary wave [4,7]. For the extra-

ordinary wave, however, the critical fre-
At night tCe non-deviative absorption quencies of the E, Fl and F2 layers are

is more accurately predicted by [lj shifted relative to those for the ordinary
wave, and it is essential to take t"is into

I 2.86 (1+ .0087Y)(l+.005R) accc. t.
1• LND = 2 2 ff) 2  dE (14)

•D/PW + (f * Denoting the critical frequencies of
the trdinary and extraordinary wav.ý3 by the

When the frequency of an ionospheric subscripts C and x, we have that the criti-
return is close to the critical frequency of cal freqcency of the a layer for the extra-
the layer from which it is reflected, devi- ordinary mode, fE, is given by r7]
ative absorption in that layer can contri-
bute significantly to the attenuation of
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The local noon value c!_ the solar
zenith angle is approximately given by [(1

fxE = I + (fHE
2 

+ 4f 0 E
2

)+4
2

} (17)

where foE is the critical frequency of the 2 (9O)

E layer for the ordinary mode and f E is the
gyrofrequency associated with earth's magne- where Y is the latitude in degrees
tic field at the heiqht of the maximum of (-90,90*). The duration of the daytime in
the E layer. Similar expressions apply to hours may be approximated by [6]
the critical frequencies of the Ft and F2
layers. (21)

AT = 24 co-1[sin(.409 cos A) sin Y - 0.26Scos (.409 cos A) cos Y
4. DIURNAL, SEASONAl AND

GEOGRAPHICAL VARIATIONS
where the factor -0.26 approximately repre-

Having established the relationship sents the difference between sunrise tor
between the macroscopic parameters of HF sunset) at the surface of the earth and at
propagation, i.e., delay, Doppler shift, and ionospheric heights.
attenuation, and the rclevant ionospheric
parameters, we are now ready to discuss Diurnal, seasonal, geographical and
their diurnal, seasonal, geographical and solar cycle variations in the critical fre-
solar cycle variations. These variatious quencies of the E and F1 layers are well ap-
result directly from djirnal, seasonal and proximated by the Chapman layer behavior so
solar cycle variations in the critical fre- that [10]
quencies and heights of the maxima of the D,H, Fl and F2 layer.
E 1e f)3 = .9[(180 + 1.44R) cos X]" 2 5

The diurnal, seasonal and geographical 25 (22)
variations of the D, E and F1 layers are f0F1 - (4.3 + .01R)(cos X)'
modeled quite well (4] as a function of the
instantaneous solar zenith angle X. If we
define XN as the local noon value of the where R is the 13 month smoothed sun-spot
sola- zenith angle, then the diurnal varia- number. At nighttime when cos X - 0, there
tions in the soldr zenith angle are well ap- is some residual ionization in the E-layer
proximated by so that f0E reaches a minimum of 0.5 MHz

r(T-T 
while the Fi layer disappears.

cos X = cos XN cos[t ] AT (18) l11e heights of the maxima of the E and
F1 layers also follow the Chapman layer be-
havior, i.e.,

where AT is the daytime duration and TN
is the time of local noon. The parameters
TN, AT and cos XN vary geographically and h E = 105. - 14, In (cos x v .117)
seasonally. Following Lnvine et al (6], the (23)
time of local noon (relative to mid-day) is h F1 - 165. - 18. In (cos X + .047)
well approximated by (to within I minute) m

(19) wnere the factors .117 and .047 ensure that
T - 12 + [ Dec+ 0.13 sinA + .155 Zin(2A) the he',2hI-s of the E and F1 layers do not
N 15 DecexceeZ their maximum nightime heights of 135

and 220 km respectively. Their minimum

noontime heights have been given as con-
where o-tantq, 10r% and 165 km respectively. How-

ever there is evidence that they vary with
latitude, with lower heights observed at

A = 0.0172(D+10) equatorial latitudes [4].
D = 30.4 (M-1) + D1
D1 = day (1,31) Equations (18) through (23) describe
M = month (1,12) the diurnal, seasonal, geographical and
X = longitude wart of Greenwich solar cycle behavior of the E and F1

(0,360°) ldyers. The corresponding behavior of the
and ]Dec denotes decimal part of . F2 layer cannot alone be described in terms

of the simple Chapman layer because the
physics of this layer is believed to involve
an interaction of photo-c)amical processes
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which are too complex to be modelled as cos
X variations. In fact, the F2 layer exhi- 9.6
bits diurnal, seasonal, and equatorial t Max 19.7 (cos XN)"6 0.1} (27)
anomalies. The theory of the processes

which control the diurnal and seasonal vari-
ations of electron density in the F2 layer Thus during the summer at equatorial and
has been summarized by Risbeth [5]. This moderate latitudes tD - 9.7 hours whereas
theory has been used by Levine, et al [6] to in the winter tD << 9.7 so that (27)
model diurnal variations in f 0 F2 as the re- coupled vith (26) reproduce the diurnal and
sponse of a dynamic system "driven" by a seasonal ,nomalies of the P2 region.
function of cos X. Their model has proved
to be 3ust as accurate as other models (1] Equations (18) through (26) have been
which employ world maps of f0 F2 in predic- used to plot the diurnal and seasonal varia-
ting the MUF for point-to-point Hf links. tions of f0 E, f0 F1 and f0 F2 in Figures 5 and
They express the variations in f0 F2 as 6 for a higa sun-spot year (R = 150). These

variations are seen to follow accepted be-
.25 havior '4,1O] .

f 02 = (8 + .032R)(cos X + .00887) (24)

The same behavior of f0 F2 can be ex-

tended to predict the height of the maximum
where -os xe is a function of the instantan- of the F2 layer according to
eous solar zenith angle cos X which takes

into account relaxation processes.
h P2 = h0F2 -25 in (cos Xe + .00033) (28)

At nightime, there is no solar induced m 0

ionization so that foE decays exponentially
and (6] where the minimum daytime height of the max-

(25) imum of the r2 layer, h0 F2. is highly depen-
dent on latitude. it approximately varies

(coS Xe)NIGHT' Ices Xe)SUNSETexp[-(T-TS)/tNI aocordina to [4]

where T-TS is the time elapsed since sun- h F2 - 230 - 50 In (cos y) - .3y cos A (29)
set, and tn is a nightime relaxation time
which is taken te be a constant ( 2 hours)
independent of season and geographical loca- where y is the latitude in radians and A is
tion. a seasonal parameter defined after equation

(19).
During the day cos Xe is given by

the sum of a term proportional to the solar These exprebsions have been used to
induced ionization, i.e., p- portional to plot in Figure 7 the diurnal behavior of the
"cos X, and a term which accounts for recom- heights of the maxima of the E, F1 and F2
bination-like electron-loss chemical proces- layers during the month of June. Unlike the
ses. Thus during the day (6] E and F1 layers wnicn basically disappear at

night, the F2 layer remains and its peak
co ( T-T) ontinues to rise reaching a maximum height

(Cos o- " cos[ -- -] at 5 hours (i.e., sunri-e). After sunrise,sXeDAY 1 + 82 T the height of the peak of the layer de-
creases reachinq a minimum sometime in the

-(T-T Dw)/tD afternoon depending on the time of year.
+ ÷e (26) The seasonal variations in the heights of

the layers are not as pronounced.

+ i[AT 5. DISC~USSION

where 8 = lrtD/AT, while TN and XN are The dependence of the virtual and
the local noon time and solar zenith angle, thase path of sk'wave returns on the cri-

AT is the daytime duration, TDW is the local tical frequencies ard heights of the maxima
dawn time (TDw - TN - AT/2) and tD is a re- of the E, F1 and F2 layers can be used to
laxation time (in hours) which depends on determi:.e the diurnal, seasonal, gieograph-
geographical location and season. Specifi- Ical and solar cycle variations in the
cally, Levine et al (6] assume the rela:ca- numbey of modes, their delays, Doppler
tion time to be a function of the actual shifts and relative strength. As an example
noon-time solar zenith angle XM which de- we have plotted ir Figures 8 and 9 the
pends on geographical location and season: diurnal variations (month of Decembar and

high sun-spot number -150) in the waximum
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Figure 1, Mode delays relative to the ground wave delay as
a function of frequency. Path length = 1300 kmn;
time of day =016 rnours; monith = Qecember, SSII 150;
Latitude =400N Longitude =100 W.
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Figure 2: Mode Doppler shifts as a function of frequency.
Path length = 1300 kmn; time of day = 16 hoyjrs;
month = Decembes; SSN =150; Latitude =40 N;
Longitude 100 W.
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Figure 3: Made attenuation as a function of frequency. Path length -1300 kin,
time of day = 16 hoars; month =December; 5SN =150; Latitude =40

0N;
Longitude =1000W.

Figure 4-' One-hop and two-hop path geometry.
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Figure 5: Diurnal variations of the critical Figure 6: Seasonal variations of the
frequencies of the E, Fl and F2 critical frequencies of the
layers. E, Fl and F2 layers.
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Figure 7: Diurnal variations of the heights of the maxima of the E, Fl and F2 layers.
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t ~Figure &: Diurnal variations in delay spread as a function of frequency.
Path length = 1300 kmn; month = December; SSN =150;
latitude =40014; longitude =100

0W.
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Fioure 9, Diurnal variations in the Doppler shift spread as a function of
frequency. Path length = 1300 kW; month =December; SSJN =150;
latitude = 40014; longitude = 100 W.
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THE USE OF TIHE INTERNATIONAL REFERENCE IONOSPHERE (IRI-78) MODELS
FOR CALCULATING LONG PATH1 FIELDS AT VLF

F. P. Snyder
J. A. Ferguson

Naval Ocean Systems Center
San niego, CA 92152

INTRODUCTION

This report presents comparisons of measured very low frequency (VLF) long
path propagation data with corresponding theoretically computed values. The theo-
retical values were computed using full-wave VLF waveguide mode theory and D-region
electron density profiles presented by Rawer et al (1978), and designated by COSPAR
and URSI as the International Reference Ionosphere - 78 (IRI-78). The "Interna-
tional Reference Ionosphere" pro3ect, a 3oint URSI and COSPAR effprt since 1969, is
intended to summarize the most important features of the terrestrial ionosphere.
The IRI is intended to combine approved experimental results, consisting of in situ
rocket observations combined with radio propagation experiments between the ground
and the rocket, so as to provide a useful ionospheric reference with no dependence
or theoretical assumptions. This is in contrast to theoretical models derived from
ground-to-ground propagation experiments. The IRI profiles are obtained from com-
puter models composed'of a set of independent functions, each valid in a particular
height range, that attempt to represent averages of measured ionospheric param-
eters.

A number of ionospheric D-region models have been constructed on the basis of
radio propagation data alone. They are sub3ect to a number of objections. For
example, it is impossible to show that the electron density distributions obtained
by using inversion techniqjues are uniquely determined by the propagation data
employed. Even if profiles cannot be properly established by inversion of such
measurements, propagation experiments do offer useful data for checking experi-
mentally obtained profiles. ror example, Singer, et al (1980) computed radiowave
absorption in the MF and HF ranges using an early version of the IRI, and compared
these data with ionospheric absorption measurements made in Europe with the pulse
and continuous wave methods. They found that the D-region portion of the earlier
IRI model should be revised, particularly with respect to the solar cycle varia-
tion. Similar comparisons with VLF long path propagation data have not been
reported.

EXPERIMENTAL DATA

Recently, a set of exponentially varying D-region electron density profiles
were recommended for VLF long path propagation studies by Morfitt (1977). These
profiles were obtained by fitting multifrequency long path VLF propagation data to
theoretically computed data on a trial and error basis. Some of the VLF propaga-
tion data used in the Morfitt (1977) analysis are used in this report. The charac-
teristics of the propagation paths discussed in this report are presented in Table
S1.
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Table 1. Propagation Path Characteristics

Propagation Path Frequency Sunspot Number Season=: •(kH7) (R)
Day Conditions

NPM (Hawaii) - San Francisco 19.9,24.0 20 summer
San Diego 16.6 20 summer
Wake Island 16.6,19.8 20 summer

Sounder (Hawaii) - San Diego 9.34,10.897 20 winter
15.567,21.794
28.021

Night Conditions

NPM (Hawaii) - Seattle 23.4 120 winter

Sounder (Hawaii) - San Diego 9.34,10.897 20 winter
15.567,21.79428.021

Sounder (Hawaii) - Ontario 9.34,10.897 120 winter
14.010,15.567
17.124,21.794
24.908,26.454
28.021,31.134

From Table 1 we see that the bulk of the daytime propagation data is 'or the
summer season and for low sunspot numbers, while for night conditions the bulk of
the data is for the winter season and high sunspot number. With exception o0 the
daytime path NPM(Hawaii, to Wake Island, which is an east-to-west propagation path,
all of the propagation paths considered are west-to-east. The NPM station is a
communications broadcast station and the Sounder is a multifrequency experimental
transmitter located on the island of Hawaii. All of the signal amplitudes were
recorded aboard an airplane flying between the transmitter and the path endpoint.

THEORETICAL CALCULATIONS

Long path VLF propagation is conveniently treated in terms of waveguide theory
A wherein the VLF field is written as a summation of terms cal'ed modes. For a time

harmonic source, the VLF modesum for the vertical electric field may be written as

Ev(d) = K(P,f) E An Gn eikoSnd (1)
V sin d/a) 7 n

where K(P,f) is a complex constant dependent on transmitter power (P) and frequency
(f), d is the distance from the trandmitter on a homogeneous, smooth earth of
radius a, An is the excitation factor for mode n, normalized to unity for flat
earth with perfectly conducting boundaries, ko is the free space wave number, Sn is
the propagation factor, and Gn represents a height-gain function for mode n,
normalized to unity at the ground. A similar expression can be written for the
other electric and magnetic components of the VLF tield. The magnitude of the
vertical electric field mode sum of equation (1) is considered for this report.

The height-gain function (Gn) of equation (1) represents the variation of the
modal function as a function of height. In addition to the magnitude of the verti-
cal electric field component, some properties of the height-gain functions are also
considered. In particular, by considering the ionosphere as a lossy dielectric,
the Joule heating losses can be computed as a function of height, both for individ-
ual modes as well as the total field. For selected multifrequency Sounder data, a
compArlson is made between the total Joule heating losses for the IRI-78 profiles
and the exponentially varying profiles recommended by Morfitt (1977). Specifical-
ly, we will compare among the various profiles the altitide at which the heating
loss is a maximum as well as the altitudes were the heating loss drops to l/e and
to 1/10 of the maximum value.

566



COMPARISONS BETWEEN IRI-78 AND MEASURED DATA

Comparisons of the measured VLF field strengths with th- field strengths com-
j -•puted using the IRI-78 profile are presented in this section, first for the daytime

and then for the nighttime. For both cases, the same collision freluency profile
was used. The collision frequency profile, given by v = 1.816x101 ' exp(-.15h),
where h is the height above the surface, is the same collision frequency rrofile
used by Morfitt (1977). The IRI-78 electron density model is given . the Appen-
dix. The field strengths were computed using the technique reported by Ferguson
and Snyder (1980).

Daytime

Figure 1 shows the measured and computed VLF field strengths for the NPM to
San Francisco propagation path at 19.8 and 24.0 kHz. For this low sunspot number,
summer case, there is excellent agreement between the -omputed and experimentally
measured results. The signal amplituce. differ by only a fFv, dB, except at the
null locations. Furthermore, the null locations are in agreement to within 100 to
200 km. The NPM to San Diego 16.6 kHz comparison is shown in Figure 2. This prop-
agation path is nearly identical to the NPM to San Francisco path. Here again the
agLeement between the measured and computed field strengths is excellent.

70 1 70-

24.0 kHz 19.8 kHz

4j

41

computed computed

measured ....... measured .....
SI1 0 1 1 1 1 0 1 1O

0 Distance (MM) 0 0i stance (MM) 5

Figure 1 Computed and Measured Signal Strengths
NPM to San Franci.,co - Dav

70 --l16. kHz

-4

4j

computed
measured .......

10 II I
0 Dlstance(MM) 5

Figure 2 Computed and Measured Signal strengths
NPM to San Diego - Day
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The electron density profLles for the- NPM to San Francisco path are shown in
Figure 3. Both the IRI-78 and the exponentially varying profile are included. The
exponential profile is given by Morfitt (1977) as one with reference height (h') of
70 km and gradient (0) of 0.5 km-1 . The O,h' notation is adopted from Wait and
Spies (1964) who assumed that w P = 2.5 x 105 exp(O(z-h')), where z is the height
above ground in kilometers, w s the angular plasma frequency, and v is the elec-
tron collision frequency givT previously. The ratio, w 2 /u, actually represents
an ionospheric conductivity parameter. A plot of this paRameter for both profiles
is shown in Figure 3b. The conductivity parameters differ considerably throughout
the height range presented. However, they are nearly the same in the vicinity ofiii'i •the reference height for the exponential profile. It is thi, similarity in the
heighthrange near the reference height that results in nearly identical mode sums
for the two profiles.

100 -- 00 ,r- 1001

IRI-78 IRI-78

/1 Reference
. Height (h

S//" Reference

Conductivity

Ex;ponential1 fenc
/ :1 Exponential

50 50 , I . I I I M
-3. Log (Density) 5. 11 Log (Conductivity) 9.

Figure 3 Electron Density ana Conductivity Parametersi i PM to San Francisco - Day

Figure 4 shows the results for the NPM to Wake propagation path, the only path
from east-to-west. The agreement between the computed and measured field strengths
for two lowest frequencies, 16.b and 19.8 kHz is very good, while the computed
amplitude for 26.1 kHz is approximately 5 dB lower than the measured values.
However, the location cf the signal minima are in good agreement in all three
cases.

70, 1 1 17 1 70 1 1

16.6 k~~z 19.8 kHz 2. ~

/1-k

• - • .I-

css oud 16
to ` D

measured measured ....... easured.

10s0n1(1 ) 101 1 1 10 1
Distance(0) 4 0 Distance(M4) 4 0 Distancq(M) 4

Figure 4 Computed and Measured Signal Strengths
4 _mNPM to Wake Island - Day
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The computed and measured amplitu'-es for the multifrequency sounder 1-o San
Dicgo propagation pa-h are shown in Figure 5. For this case, VLF signals were
measured on two flights of the airplane on consecutive days, one flying from the
San Diego area towards the sounder location and the other flying in the opposite
direction. The season for this case is winter rather than summer, although the
sunspot number is the same for this case as for the data in Figure 1. Note that
there are some differences between the two sets of measured data and that the
computed results are in better agreement witi- data from one of the days than with
the othcr. The difference between the two sets o. measured amplitudes is an indi-
cation of the daily variability of the VLF signal strengths as a function of dis-
tance as well as an indication of how closely one can expect to match experimental
and theoretical VLF field strengths using as simple an ionospheric profile as the
IRI model. The best agreement between computed and measured amplitudes is for the
lower frequencies and ther.2 is relatively poor agreement for the higher frequen-
cies. It is interesting to observe that the parameters of the exýonentlally
varying profiles recommended by Morfitt (1977) are frequency dependent. This
difficulty of achieving a good fit over an entire frequency range with a single
profile is similar to the results reported by Singer et al (1980).

80 ,- - 80
0•4 9.34 kHz 10.897 kHz

4.'

computed computed
measured ..... Day 1 measured ....... Day 1

--- Day 2 ------- Day 2
20 i 20 L I

0 Distance (MM) 3 0 Distance (MM)

80

15.567 kHz 21.794 kHz 28.021 kHz

aA

>

computedDa2
measured ....... Day 1 conputed computed

e umearredd........Day I measured ........ Day
--- -- D a ay 2 ---- - ^V . ... Day 2

2 ____I
Dlstance(M1) 0 Dlstance(MM) C Dlstance(Mt) 3

Figure 5 Computed and Measured Signal Strength
Sounder to San Diego - Day

A comparison of the computed Joule heating functions for the three profiles
used in the multifrequency soander comparisons is presented in Figure 6. Shown in
the figure is the height where the heating maximizes for the three proflles as a
function of frequency. Also shown are the heights where the heating drops to i/e
and 1/10 of the maximum values. The height of the maximum heating foe the IRI-78
profile is intermediate to the corresponding heights for the two exponential pro-
files. The frequency dependence for the height of the maximum Joule heating for

569



the two exponential profiles results from the frequency dependence in the profile
parameters. Note that suck, a frequency dependence does not occur for the IRI-78
profile. The frequency dependence for the upper and lower limits of the heating is
Se result of the variation in field amplitude due to the mode structure rather than
the variation in profile height due to the variation in profile parameters.

Figure 6 indicates the influential regions of the ionospheres used in the
calculations. In all three cases, a region of about eight to ten km above the max-
imum of the heating is significant, whercas there is a difference between the
apparently significant lower regions of the ionosphere for the two exponential
profiles as compared to the IRI-78 profile. Refering to Figure 4, we see that in
general the computed amplitude is larger than the measured amplitude. Although not
shown on the figures, the computed amplitudes using the exponential profiles are
wlore in agreement with the measured amplitudes, indicating a higher attenuation,
which is consistent with the larger heating loss indicated in Figure 6.

80 1 1 -1 80 I I !
Exponentille 1/10 _
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-~ Maximum Heating
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[11 /10 Day 2
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Figure 6 Significant Altitudes for the Joule Heating Funct3in
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Nighttime

The IRI-78 model for nighttime was examined for three propagation paths as
shown in Table 1. One of the propagation paths was from the single frequency
transmitter NPM at 23.4 kHz to Seattle. Figure 7 shows the measured and computed
field strengths for this path. For this high sunspot number, wint,:r condition, the
computed field strengths are much larger, by 6 dB or more, than thu measured signal
strengths. Although difficult to establish with just this single set of data, it
does appear that the modal interference null locations are predicted using the IRI-
78 model at approximately the proper distances from the transmitter. Although not
shown, the ionospheric conductivity parameters for the IRI-78 profile and the
exponential profile recommended by Morfitt (1977) were examined and found to be
nearly the same in the near vicinity of the reference height foi the exponential
profile. This similarity might well account foe the proper location of the modal
interference nulls in the computed field strengths.

70 1 1 1

-•23.4 kHz

30 0

0 ~Dittance(MM)

Figure 7 Computed and Measured Signal Strength
NPM to Seattle - Night

STable 1. One set, on the propagation path to San Diego, is for a low sunspot

number, winter condition, while the other set, on the propagation path to Ontario,
__is for a high sunspot number, winter condition. The data for the Ontario poth were

Sobtained within a month of the data for the NPM to Seattle path. The data for the
__ • San Diego path, however, were obtained at least five years later than the OntarioS~or Seattle path data.

S~Comparisons of the measured and computed field strengths for three frequencies
S~for the San Diego path are shown in Figure 8 and for the C'ntario path in Figure 9.

•. A striking feature of both Figures 8 and 9 is the almost total lack of similarity
•.9between the computed and measured field strengths. In gieneral, there is no simi-

larity in null locations or the amplitudes. The measured data are typicdlly 10 to
20 dB lower than the computed amplitudes. The measured amplitude data for the two
propagation paths are quite dissimilar, probably due to the large difference in
sunspot number. The computed amplitudes, however, are very nearly identical, due
to the nearly identical profiles for the IRI-78 model. In fact, the only differ-
ence in the computed profiles for the Ini-78 is in the electron densities at alti-
tudes in excess of 100 km.

An examination of the Joule heating for the IRI-78 profile, shown in Figure
10, clearly indicates the most important altitude region for this profile is
between 80 and 90 km. Thus, there is very little sensitivity t9 profile variations
above 90 km. The corresponding Joule heating for the recommnended exponential
profile is also shown in Figure 10. The heating for the exponential profile is
clearly distributed over a much larger altitude range than for the I RI-78 profile.
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DISCUSSION

In view of the results presented in the foregoing sections, no attempt was
oade to determine an improved set of parameters for the daytime IRI-78 profiles.
Some limited data have been examined (although not presented) which indicate, that
the 1PI-78 D-region mode] may be inadequate for long path VLF field strength calcu-
lations under conditions of high sunspot number. It should also be recalled that
the simple' model of the IRI-78 profiles is inadequaie to provide a good fit to
daytime VLF propagation data over a large frequency band as has been indicated in
the multifrequency sounder to San Diego analysis.

The IRI-78 profile model has been shown to be inadequate for computing long
path VLF signals for nighttime conditions, at least for the winter season. Mea-
sured data for nighttime conditions for two different sunspot numbers indicate a
sunspot dependence in the ionospheric profile. The IRI-78 model does not reflect a
similar dependence. Numerous modifications to the parameters of the IRI-78 night-
time model were examined in an attempt to find a reasonable set of parameters for
VLF long path nighttime propagation modeling. The procedure adopted was to start
with the given parameters for the IRI-78 and modify an individual par-meter in
small steps attempting to approach a better agreement between the ccmputed and
measured field strengths. The results of such modification. in every 'ase lead to
a set of parameters which produced electron densities similar to the exponential
electron densities of Morlitt (1977). Therefore, the IRI-78 nighttime D-region
electron densities are found to be genetally too high, a result 3ust the opposite
of that reported by Sirger, et al (1980).
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APPENDIX

The IRI-78 electron density model for the D-region is as follows:

Input parameters: HME, NME, HMD, NMD, Fl, F2, F3

Compute: HDX = HMD + F2

NMExexp(-Dlx(HME-h)k) HME > h > HDX
14(h) =-Fl23NMExexp(FlX- F2X 2/2 + PX ) HDX > h

(F2xFl 2/2 - Fl + I/F2)/(F2xF2) h > HMD

(F3xFl 2/2 - Fl - 1/F3)/(F3xF3) h < HMD

X = h - HMD

Continuity of N(h) and its derivative dN/dh at h = HDX(NDX,DNDX) gives

k = -DNDXx(HME-HDX)/( (DXxLn(NDX/NME))

Dl = DNDX/[(NDXxkx(HME-HDX)k-l)]

The input parameters Fl, F2, and F3 have the meaning:

Fl = [d(lnN)/dh] h = HMD

F2(F3) is the difference between HMD anrý the height where the electron
density increases (decreases) to NMDxe (NMD/e).

Parameter values for propagation paths of Table 1.

HME NME HMD NMD Fl F2 F3
(km) (m- 3 ) (km) (m- 3 ) (km-I) (km) (km)

Day Path

NPM - San Francisco 110 1.44x2.011 81 1.12x10 9  0.04 4.6 -11.5
- San Dicgo 1.46 1.14 0.03
- Wake 3.50 1.15 0.03

Sounder - San Diego 1.20 4.33 0.03
Night Path

NPM - Seattle 105 3.52x10 9  88 4.0x10 8  0.05 4.5 -4.0
Sounder - San Diego • 1.93

- Ontario 3.52
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Ii INTRODUCTION

A model of ionospheric electron density has been developed. It was intended that it be global,
computationally efficient, and that it could be used to quantitatively describe ionospheric features
that influence radio communications. It was designed to be useful as a predictive tool by having
input parameters that can be measured in real time. We report here o, i;s construction and recent
updates which attempt to tie the behavior of the F2 layer to measurable parameters. Model features
include: the structure of the E, Fl, and F2 layers, the equatorial anomaly, the winter anomaly,
polar cap structure, semiannual and seasonal dependences, and the mid-latitude trough. The input
parameters to the model are chosen such that satellite data can be used with the model to specify NeI I in real time.

The predictive capability of the model stems from its dependence on inputs from other quantita-
tive environmental models. For example, the location of the mid-latitude trouqh is larqely controlled
by the locations (L values) of the plasmapause and the auroral oval. In fact, several gross
ionospheric features are controlled by the qeomagnetic fild. The MDAC magnetic field model pro/ides
the necessary magnetic inputs. The model also relies heavily on the MDAC model of upper atmospheric
neutral density, N. Several ionospheric structures and temporal dependences tie directly to
variations in atmospheric density. For example, the semiannual variation in Ne is produced almost
entirely by the semiannual variatitun in N as described by the MDAC neutral density model. The
structures of the E and F1 layers are also determined by calculating the absorption of solar electro-
magnetic radiation in the neutral density model. A short summary of the features of the MDAC
atmospheric density model used in this study is given below.

2.1 Atmospheric Density Model

The MDAC atmospheric density model includes as inputs both the solar ultraviolet and charged
particle energy sources. The model is semi-empirical--it is based on available satellite data and
our preqent understanding of both the UV and corpuscular energy sources. It offers a global
description of the atmosphere's density, taking into account the dependence of atmospheric density on
the solar flux constant. The UV and corpuscular effects are computed in separate coordinate systems
and their contributions added.

Ever since an accelerometer was first flown on a polar satellite (Bruce, 1968), it has been
apparent that there are at least two density bulges in the lowcr thermosphere during geomagnetically
quiet times. The low-latitude bulge is usvally attributed to heating by solar UV radiation (although
other energy sources may contribute importantly), but the high-latitude bulge is produced by
particles precipitating into the upper atmosphere through the dayside cusps.

The solar UV heatinq source is best described in geographic coordinates. Thus, inputs to the
atmospheric computer subroutine must include the universal time and the time of year. Local time is
also entered as a function of the coordinates of the point where the atmospheric density is to be
determined. The dayside cusp particles are constrained to precipitate into the atmosphere along
magnetic field lines. The cusp intersection with the atmosphere is nominally 15 degrees below the
magnetic dipole axis with its longitude center on the magnetic noon meridian plane as defined by the
dipole axis and the sun-earth line. The extent of this intersection in longitude is about 12 hours.
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The extent of the cusp in latitude is se,'aral degrees (3-5). The region of the atmosphere actually
heated by these particles is, of course, much larger because the inpact energy is spread out by
winds, thermal conduction, and possibly gravity waves. The corpuscular contribution is found in
geomagnetic coordinates and combined with the UJ contribution.

This model of the density of the neutral upper atmosphere is functionally very simple and
computationally very fast. Yet, it describes most of the known variations in the atmosphere;
latitude, longit:ude, diurnal, seasonal, semi-dnnual, altitt-de, solar cycle, and variations in
particle precipitation. Thus it can be used to predict the density of the atmosphere as a function
of time, position, solar and magnetospheric parameters. Since it includes the heating effect of
particles precipitating into the high latitude regions, it is especially valuable in the study and
prediction of the density of the polar atmosphere. Furthermore, since this high latitude effect is
parameterized, it can be used to predict increases in the high latitude density when the solar wind
particle flux increases and the cusp location is observed to change. The model is analytic and thus
differentiable.

The three-dimensional mercator projection in Figure I shows the atmuspheric density at 400 km
during suniner solstice at a universal time of 1600 hours. (The density peak produced by solar UV
radiation is located to the north of the equator and at about 1400 hours local time.) The atmos-
pheric heating peak caused by charged particle precipitation is most intense on the subsolar magnetic
lono&ude (containing the magnetic dipole). Since the total density is dependent on the particle
heat;ng effec: as well as the UV heating, the northern particle heating peak which is in sunlig't
is much more pronounced than the southern particle heating peak which is far into darkness during
the summer solstice night.

N -

Figure 1. Density at 400 km near summer solstice at a ,niversal
time of 1600 hours (F = 1= 15).

2.2 Layer Formation

In addition to the inputs from magnetic field and atmospheric neutral density models, the modelof Ne makes use of our knowledge of ionospheric layer formation and anomalies. The formulation of
the Ne model is discussed belnw

Let S be the energy flux at location t and S + dS the f'ux at location I + dt. Let a be the
absorption cross section of the atoms of the gas and N their number density (the neutral density of
the upper atmosphere). The energy absorbed, dS, in a c,linder of unit cross section and axis
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parallel to the direction of the incident beam is given by

dS = SoN dk

9.0

[ dS y HfNdk =-

where T is the optical thickness of the atmosphere at location to along the path to the sun. As
S - S (its value above the atmosphere) T -• 0.

Thus S = S exp (-T),

i".' the energy absorbed per unit volume is

L= S = NaS. exp (-T).

d9z

If Tj is the ion/electron pair production efficiency per unit energy, then q (the number if icn/
electron pairs produced per unit volume) is given by

q(t) = NanS, exp (-1).

The above equation gives the production of electrons. The two predominant loss mechanisms for
ion/electron pairs are recombination and attachment. For recombination the loss equation is

dNee- Ne+

where Ne is the electron density, N+ the positive ion density, and a the recombination coefficient.

Thus, at equilibrium

dN +.••• • -e q-• Ne N 0

Then, assuming that N+ N e,

Thr e Nan S. exp (-T) - He2 =.

Therefore, N~e [Nn : ]l

For attachment the loss equation is

dN
e -b Ne N
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In discussing attachment processes in the ionosphere, it is generally assumed that the number ofneutrals is much greater than the ions so that when ionization occurs, the neutral density does not
change significantly. Thus

dNe
-d - -a N e

is generally used, where B is the attachment coefficient.

Then, at equilibrium

dN e q -B Ne 0, and

•nNan

Ne= --- exp (--r)

In general, a and B may vary with height because the reactions usually involve three bodies instead
of two.

2.2.1 The E and F1 Layers. It has been observed that the E and the F1 layers of the
iono',phere can be described quite well using the recombination eouation. Thus, using simple layer
theo,-y for the E and F1 layers

[NSE N E exp (-TE]/

NE E
e [N SE E exp 1/2

FF

SF1 and 111 lyrS n F r

wFe F Iwhere and N are the electron concentrations for the E and F layers, ard S are the solar
UV fluxe affecting the E and F1 layers, aE and aF are the recombination coefficients, N the neutral
density, and Tr is given by I

00

T E f OE N dZ a.GE f N d2

Z09

where T f N dZ is the total atmospheric cross section between the observation point and the sun.

The MDAC atmospheric density model (described in 2.1) is used in the evaluation of the above

intearal.

Then TE = 0 E T
I

and TF =F1

where aE and 0F are the absorption coefficients for the wavelengths affecting the E and F1 layers.
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These equations give an approximate description of the observed structures in the E and F1
layers. Changes in T depend on the neutral density and the location of the sun. Thus, by using the
MDAC neutral density model (which contains most of the larqe scale variations observed in the neutral
atmosphere) and a simple sun-position program, the temporal variations observed in the E and F1
layers are accurately described.

The Fl layer is essentially turned off at local sunset but the E layer, while diminished from
its daytime strength, persists throughout the night. Thus

N E (night) = [N SE aE exp (-T)]2

where SE is the intensity of scattered light and

£0

TE oE f N di

0

where f N df is the optical thickness (integrated vertically - not toward the sun,.

Profiles of N at noon and midnight, as represented by this simple model, are shown at the
equator and mid latitudes in Figure 2.
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S.• _• •Figur'e 2. Electron density profiles using a single spectral
!• •line for the E and F, ' layers
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In Figure 2 we note the rather large unrealistic dip between the E and F1, and F1 and F2 layers.

This large decrease in electron density between the layers is due to the use of a single wavelengtn
to describe each layer. This single wavelength description is, of course, an over simplification.
The electromagnetic spectrum from the sun is quite complex and several wavelength bands are
responsible for the layer formations.

The above analysis was then expanded to include several wavelength bands in the study of layer
formation. The only time consuming calculation is the integral which calculates the optical
thickness, T 1. The calculated value Of T can be used for wavelengths having different absorption
and ionization coefficients and source strengths, thus making a "multiband" wavelength analysis
without extensive increases in computer time possible.

Although a large number of wavelengths can easily be used, it was found that 2 terms for E
layer and 3 terms for the F1 layer provide an excellent representation of altitude dependence. The

m model for the E and F1 laye-s currently incorporztes the following wavelength bands in the parameter
list.

E Layer

Term 1 1026 OA
2 977 OA

F1 Layer

Term 1 10-170 OA
2 170-796 OA
3 796-911 OA

The absorption coefficients associated with each of the bands has been adjusted to produce the
electron density peak at the correct altitude and the production coefficient is adjusted to give the
correct magnitude in intensity at the peak. As the incident intensities of the various wavelength
bands change with time, the amplitude as well as the shape of the layers change. By monitoring the
energy in the five wavelength bands with satellite instrumentation, a real time predictive capability
is built into the model. The slow variation of the atmospheric density model (caused by the slower
heating effects) is coupled with the rapid response to changes in the ionizing radiation.

Figure 3 is a sample altitude profile plot which combines the effects of the various wavelengths
to produce a smoothly varying density profile.

ELECTRDO DENSITY PROFI
SOLAR MAXIMUM

(LOCAL TIME - 12, LATITUDE 30-)

690-

249-

too-

to6 tois1?

v, 'CR-3)

Figure 3. Electron density profiles using two spectral lines for
the E layer and three spectral lines for the F1 layer
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*2.2.2 The F9 Layer. The structure and variability in the F2 layer is not so directly
controlled by neutral atmosphere number density. Attempts to treat the F2 layer using U.V.
generated ionization and electron losses which are a function only of density have ended in failure.
It is generally agreed that the bottom of the F2 layer is defined as the region where the electron
loss rates change dramatically (from the order of seconds to the order of hours). Several studies
were undertaken with neutral constituents and electron density dependent attachment and recombination
coefficients. In none of these attempts was it possible to directly reproduce the observed seasonal,
sem.i-annual or solar cycle dependencies.

Our first F2 model contained an empirical function which arbitrarily (adjusted to provide a
best fit at some point in time) defined a loss term varying with height and an ionization term
depending only on the ambient density. Further empirical observations suggested that the normal F2
layer was limited to the region equatorward of the latitude of the plasmasphere. Thus, a function
was also introduced with limits the F9 layer (except for the winter anomaly peak) to L values S 4-6.
(The L value can roughly be thought of as the equatorial extent of magnetic field lines measured
from the center of the earth as given in earth radii). The winter and equatorial Pnomalies were also
included as ad hoc functions.

This early function fitting for the F2 layer proved to be only partially successful and much of
the predictive ability for the F2 region was lost. Thus we have recently attempted to include
aoditional physics into tha study of the F2 layer. This reduces computational speed somewhat but
does improve our ability to produce an F2 layer with predictive capability.

FLRegion: The F2 region is formpd by three distinct processes. The bottomside layer is a
balance between photochemical production and loss, the peak is a balance between diffusion along
field lines and chemical loss, and the topside layer is purely diffusive. The difficulty of
modeling this region has been overcome by simplifying the physics of the three processes to the
extent necessary to obtain an analytic solution to the continuity equation. The transition between
bottomside and topside layers is then accomplished without any ad hoc assumptions and the layer's
response to conditions other than those used to set free parameters will be correct.

Daytime ion chemistry: The major F2 ion is 0+ ( 4S). Using Torr and Torr (1978) to determine
the ion reaction rates, and Jacchia (1977) to provide typical chemical concentrations; the
production and lo.s rates of this ion have been estimated. At F? altitudes where production is
important, photo-ionization is the dominant source of 0+. Assuming an optically thin atmosphere,
this production is expressed as

P(O+)= S[O] = S[O]z e(( )0

be

where Z is the bottom boundary of the F2 region and Ho i5 the atomic oxygen scale height. The loss
of 0' iý througf the reactions:

+- - Kl

0m + N2 4 NO + O

+~ 0 K20 +00+ + 02 ÷ 0 2 + 0

where thi K's are the temperature dependent rate coefficients and the product ions are rapidly
destroyed. Because the N2 and 02 scale heights are nearly equal, the loss of 0+ is taken to be

ZZb
L [0+] = {KI[N2JZb + K2 [021Zb} e--H- [0+]

where H* is an average s~ale height determined by forcing L to be exact at the top bjundary.

Continuity equation: Letting n be 0+ concentration, the ion continuity equition is given by

sin 2 1- {Da n (i Ln + 1))}+PO+) + L n=O

where Da is the ambipolar diffusion coefficient, Hp is the plasma scale height, and I is the dip
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angle. D , P, and L have separate exponential depeiidences in the vertical; otherwise, the
coefficie~ts in the equation are constant. The analytic solution to this equation contains modified
Bessel Functions, and integrals involving these functions. In the model, wr approximate this
solution by substituting a simple approximation for the Bessel functions, and using 6 point Gaussian
quadratures in the integrals. The bottom boundary condition (at 200 Pi) is n given by photochemical
equilibrium. The top boundary (taken at 100 km or at the magnetic equator intercept of the field
line) has the condition that the diffusion velocity is zero.

The MSIS composition and neucral temperature model(Iledin, et al., 1977) is used to determine
the scale heights and densities of 0, N2, and 02. This chemistry model causes variations with local
and universal time, latitude, longitude, 3eason, and solar and magnetic activities in ion desity.
The coefficient S in production of 0+ can be tied directly to EUV flux measurements; however, at
present a value of S is used which is tied linearly to the 10.7 cm index. A correction to S has
been added for large zenith angles where the atmosphere is not optically thin. The value of HP is
most uncertain since electron and ion temperatures are more difficult to model that ion density.
Parametric analyses show that the major effect of different H is in the topside layer. A valde
for Hp was chosen that varies with magnetic latitude only. R~ has a maximum at mrid-latitudes, and
minima at the equator and the poles as observations of electron temperature suggest.

The results using the diffusive effecc and the MSIS m'odel (to include some of the chemical
effects) have been encouraging. The model produces the correct altitude dependence; the winter
anomaly; semi-annual, anual, and solar cycle variations. Figure 4 shows the E, F, and F2 altitude
profiles for solar minimum and solar maximum. Figure 5 is a plot of the critical frequency over a
solar cycle at ar, altitude of 310 kin, near the F2 peak. The variations v-hich are a corbination of
the annual, semi-annual, and solar cycle variations agree well with observations.

ELECTRON DENSITY

NOON SPRING EOUINOX
45 DEGREES MAGNETIC LATITUDE

Sel a Solar
Mir.m, pMax rap

=10•II-.

NU14BER DENS1TY W/CC)

Figure 4. Electron density profiles using the F2 diffusion equations
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CRITICAL FREQUENCY
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Figure 5. Critical frequency over a solar cycle near the F2 peak

REFERENCES

Bruce, R. W., Upper Atmosphere Density Determined from a Low-g Accelerometer on Satellite 1967-50 B,
Rep. TOR-0158 (3110-0l)-16, Aerospace Corporation, El Segundo, California, 1968.

Hedin, A. E., C. A. R~ber, G. P. Newton, N. W. Spqncer, H. C. Brinton, H. G. Mayr, and W. E. Potter,
A Global Thermospheric Model Based on Mass Spectrometer and Incoherpnt Scatter Data, MSIS 2.
Composition, J. Geophys. Res., 82, 2148, 1977.

Hedin, A. E., J. E. Sala, J. V. Evans, C. A. Reber, G. P. N:ewton, N. W. Spencer, N. C. Kayser,
D. Alcayde, P. Bauer, L. Cogger, and J. P. McClure, A GlVoal Thermospheric Model Based on Mass
Spectrometer and Incoherent Scatter D3ta, MSIS 1. N2 iensity and Temperature, J. Geop~hs. Res., 82,
2139, 1977.

Jacchia, L. G., Thermospheric Temperature, Density, and Composition: New Models, Spec. Rep. 375,
Smithsonian Atrophys. Observ., Cambridge Massachusetts, 1977.

Torr, D. G., and M. R. 7orr, Review of Rate Coefficients of Ionic Reactions Determined from Measure-
ments Made by the Atm,1osphere Explorer Satellites, Rev. Geophys. Space Phys., 16, 327, 1978.

583



E4PIRICrL F-REGION MODEL DEVELOPMENT

BASED ON S3-1 SATELLITE MEASURLMENTS
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ABSTRACT

The ion mass spectrometer experiment on the S3-l. satellite collected measurements of the
density of N+, 0+, NO+ , NO+, and 04 Jn the altitude region 150 to 500 km for a period of approxi-
mately six months, Measurements from approximately 1800 orbits, whic!, cover all latitudes for both
summer and winter and four local time periods, have been studied to characterize the ionospheric
variations. Mean profiles and median profiles with upper and lower quartile values, which show
the data range, have been dedsiced from the measurements. The variation of the ion species densities
with latitude, solar zenith angle, season, geomagnetic activity, and altitude has been compared with
ionospheric models, such as the International Reference Ionosphere (IRI). Differences in profile
shapes and relative composition from the IRI model are discussed. The respuase of the ionosphere
to geowagnetic storm effects is shown in several cases where molecular ion densities can become
dominant over atomic ion species to altitudes above 300 km.

INTRODUCTION

Several studies have been carried out toward the development of a useful model for predicting
Sthe mean ionospheric propertiee based upon various collections of data. The Bent, 1 CCIR2 and IR13

models rely heavily on the extensive data which have been collected by ground-based ionosondes and
satellite top-side sounders. Some in situ electron and ion density profiles from rockets and satel-
lites have also been considered in formulating these models. Tae parameter which is best described
by the models is the eleztron density near the peak of the F2 -region, which is directly determined
from the placma critical frequency. However, there is significant uncertainty in the shape of the
density profiles, particularly in the lower F-region. The only effort to date to empirically model
ion composition has been that of the TRI model which is based entirely upon the rmmar.y of 41
rocket probes which was prepared by Danilov and Semenov. 4

Using the data base from the S3-1 s&tellite mass spectrometer, the in-tial stages of an
empirical model for the altitude region between 150 and 500 km have been completed. This paper is
an interim progress report on this development. Examples of the data, a general description of the
modeling approach and .initial results frov the investigation are presented.

EXPERIMENT MEASUREMENTS

The mass spectrometer experiment on the S3-1 satellite5,6,- provided a data base of about 1800
orbits of ion density measurements. The density of the five primrxy ions, N+, 0+N NO+ and 0+
was measured each second, but this study only considers those meesiLrements made each 10 seconds when
the instrument axis was most closely aligned with the direction of motion of the spinning satellite.
A comparison study of the ion density measured by the S3-1 as it passed through the F2 peak with
ground-basad ionosonde measurements of the foF2 provided an opportunity to test and calibrate the
instrument performance. A total of 73 cases were located where the satellite was passing through
the F2 peak within a 5*x5* latitude and longitude box centered on the ionosonde station, and an
fo F2 measurement was available within 15 minutes of the satellite overpass. No trend which would
indicate a long term sensitivity change was observed and the standard deviation of the comparison
was 26%. In another study, 7 a direct comparison was made for five nearly coincident measurements
with the ASROS-B impedance orobe. The ratio between the neasurements from the two satellites was
1.00 + .06. Based on these studies and the laboratory calibrations, the reported ion densities
should be accurate to better than - 15% and the relative ion composition accurate to better than
+ 10% for densities greater than 5x10 2 cm-3,
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Figure 1 shows a. ..ple of part of an orbit near perigee for daytime conditions. This orbit
is typical for a geomagnecically quiet period even though some wave structure is observed in the
southern midlatitude region. Note that the N-+ typically follows the 0+ reponse but at a density of
about 1% of the 0+ on the day side. Also, the molecular ions have a generally similar behavior.
Figures 2 to 4 show examples of some of the features which are commonly observed in the data sit.
These examples are included to indicate the quality of the data, show the variability of the
ionosphere: and to provide clear examples of three of the features which occur in the F-re~jion.

Figure 2 showr the results for orbit 1596 which occurred 15 orbits (less than one day) after
the results of Figure 1, but these results were obtained near the peak of a geomagnetic storm cor-responding to a KP=7. The isft-hand side of the figutre corresponds to latitudes within + 300 of thegeomagnetic equator and the character of the measured profiles is similar to that of Figure 1 in the

Fl- and F2 -regions. However, the right-hand side of the figure, ihich coriesponds to geomagnetic

latitudes between 300 and 70*, shows the strong effect of the storm. The F2 peak vanished, primari-
ly because of the lnss of 0 doe to the change in the 02 + N -NO+ + N and 0+ + v s + , + 0
reaction rates (tollc•ed sy dissociative ion-electron recombination) in the presence of strong
electric fields8 and the large enhancement in the densities of N2 and 02 in the thermosphere. The

Th 2N ion denasity is increased due to the enhanced N2 density and ionization rate from precipating
electrons. Between 600 and 700 geomagnetic latitude large spatial irrtgularities are observed with
the 0+ density changing by more than a factor of 10 between measurements which are spaced hori-
zontally by about 70 km. During this geomagnetic storm and others that have been examined, the
cross-over from molecular to atomic ion predominance has been found as high as 400 km, instead of
the normal case which is near 180 km.

Figure 3 shows an example of nighttime mea urements which are characterized by the steep
density gradient Lei the bottom side of the F2 -redion which generally becomes steeper at the lower
geomagnetic latitudes. This orbit also shows the characteristic of the fountain affect, or
Appleton anomaly effect 9 ,over the magnetic equator. The molecular ion profiles exhibit the
transport upward from the E-region into the Fl-region uirectly over the magnetic equator.

Figure 4 gives an example of the ion density as the satellite passes through a strong auroral
disturbance near the satellite's perigee. Over a range of a few degrees of latitude, the ion
density is increased by more than a fa-tor of 20 due to ionization by energetic particle precipita-
tion.

MODELING APPROACH

The measurements for each ion species and for the total density have been divided into data
bins with the follcwing set of ranges.

Altitude (km): 150-160, 160-170,..., 280-290, 290-310, 310-330,...490-510.

Solar Zenith Angle: < 60 r 600-.700, 700-900, 900-1100, >110*

*4agnetic Index: 0 <__P <2, 2 < K <4, >4.

Latitude •geomagnetic): -90 to -70, -70 to -r0, -60 to -45, -45 to -15, -15 to 0,

0 to +15, +15 to +45, +45 to +60, +60 to +70, +70 to +90.

Season: Nov-F-b, Mar-Apr, May-Aug, Sep-Oct.

Studies were also made by subdividing the data further to examin-, the dependence on sunspot number,
AE index and DST index.

From examination of the data it was apparent that in order to develop a model of mean conditions,
it would be necessary to eliminate some of the measurements which cepresented the more unusual ion-
ospheric conditiozs. These measurments ilhich were outside of tio standard deviations fr.0i the log
mean of each bin were eliminated. Most e& the analysis has Liclude' the calculation of the mear,
median, and upper and lower quartile va~ue-i for each data bin. The data bins that have been used
generally contain between 50 and 800 measurements. .•igure 5 shows an example of the mean curves for
the total ior density in the latitude ranges from Cc to 150 and from 150 to 4-,° under nighttime
conditions. Each point represents the mean of the logarithmic values for that data bin and the bars
show the ranqe of the upper and lower quartile values. In Figure 6 the altitude profiles between
150 and 270 km are shown for the five latitude divisions in the winter hemisphere at night. The
curves show L strong variation with latitude. At higher altitudes, neat the F2 peak, the highest
density is near the equator and this profile has the stronqest altitude gradient. The profile,
corresponding to the auroral oval, 600 to 700, is niarly independent of altit,'e. The major fea--
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tuies of this latitude distribution are due to the constrainments on the ion diffusion due to the
earth's magnetic field.

Figures 7 and 8 show the mean profiles for the ion species and the total ion density dt mid-
latituaes under the conditions of winter night and suxmmer day. Also shown in these figures is the
appropriate IRi model mean profile for total ion density at 300 latitude. The mean of each independ-
ent data bin, represented by points on these curves, form relatively smooth profiles because of the
large number of measurements within each bin. However, the shape of the IRI model profile is c mn-

siderably different from the S3-1 profile in the lower F-region at night. The agreement katweei the
IRI and S3-1 profiles is much better for the daytime comparison. The curves shown in Figures 7 and
8 represent the midlatitude mean densities. Examination of these prcfiles indicates the difficulty
in obtaining suitable and±ytic expressions for representing the global mean features in the ion spe-
cies densities. rrom our efforts to date, it appears that the total ion density profile for the S3-1
mean conditions can probahly be represented anelytically. Possibly thp-•; shape functions can be used
witl' the much larger data base of other models, which contaLr. a full zange of solar and geophys;.cal
variations, by normalizing to the F2 peak density.

CONCLUSIONS

The area where the mass spectrometer measurements of S3-1 and other satellites can make a
unique contribution to the modeling efforts is in describing the relative ion composition. Figures
9(a-d) show the relative ion composition for summer day and winter night conditions at midlatitude
and high latitude for the five principle ion species. Examination of these figure- lead to several
interesting conclusions regarding the ion chemistry processes and the neutral sp6c-es distributions,

but these conclusions will not be discussed in this paper. The present reason for examining these
cases of relative ion composition is to show thar the species densitýes could be obtained from

interpolation within a reasonable size table if an adequate total density model profile is available.
This approach of using relative ion composition is the method currently used in obtaining species
profiles from the IRI model. Some comparisons of the S3-1 mean ion composition and the IRI com-
position model were made in a previous paper. 6
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SIMULATED PROPAGATION EFFECTS ON TRANSIONOSPHERIC
RADIO WAVES
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ABSTRACT
An ionospheric model perturbed by nuclear explosions is constructed by super-

posing t.hree bubbles. Each bubble has a horizontal structure similar to that
measured in situ in a natural ionosphere but displaced relative to each other by a
small horizontal distance to simulate 50 km to 100 km vertical correlation distance,
The propagation effects of this model ionosphere on the wave are obtained by solving
the parabolic equation numerically for the complex amplitude. The results show that
large amplitude and phase fluctuations are obtained at gigafrequencies and some scin-
tillations are obtained even at a frequency as high as 15 GHz. Properties of ampli-
tude and phase scintillations are studied and shown in the paper.

1. INTRODUCTION

Current evidence from various experiments indicates that the electron density
irregularities associated with the equatorial ionospheric bubbles have highly spiky
structures (Kelley et al., 1976; McClure et al., 1977; Basu and Kelley, 1979; Morse
et al., 1977). Inside the bubbles, the ionization structures are highly complex
with steep gradients. Correlative measurements show the occurrence of intense scin-
tillations whenever radio signals traverses the bubble (Basu et al., 1977; Yeh et
al., 1979). Using the in situ data as a basis, a model bubble constructed by Wernik
et al. (1980) has been shown to be a strong cause of scintillations. Their simula-
tion studies clearly show outbursts of large amplitude excursions whenever the ray
from the transmitter to the receiver intersects the spiky ionization structure.
This is especially apparent at gigahertz frequencies. These earlier simulations
were carried out under ionospheric conditions that can occur naturally. We wish to
extend these studies to ionospheric conditions that may exist in man-made events
such as atmospheric iuclear explosions.

In the following we first describe the nature of the model ionosphere. Effects
on a radio wave propagating through such a model are simulated by solving numerically
the parabolic equation. The fluctuations in amplitude and phase are then studied at
a number of frequencies. Finally the paper is concluded in the last section.

2. MODEL IONOSPHERE

The ionospheric model used in this paper is essentially a mcdification of the
one used by Wernik et al. (1980). The horizontal structure is unchanged; it is
still based on the in situ data (McClure et al., 1977). However, important modifi-
cations have been made in two aspects: the vertical extent of the bubble and the
vertical correlation distance of the spiky structures. To accomplish both of these
aspects we have effectively superposed three bubbles. The top most bubble has a
vertical extension of 100 km. The middle bubble has a vertical extension of 50 km
and its horizontal structures are displaced horizontally by a distance of 1.26 km.
The lowest bubble also has a vertical extension of 50 km and its horizontal struc-
tures are displaced horizontally by 2.52 km. Since most of the spiky structures
have dimensions less than 1 km, the relative displacement of bubbles by 1.26 km
makes these structures in one bubble to be uncorrelated with structures in other
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bubbles. These three bubbles are assumed to exist in a background ionosphere of
vertical extent H0 km. The maximum electron density of this background iono-
sphere is 2.8x10 electrons/m 3 which corresponds to a plasma frequency of 4.75 MHz.
The integrated electron density or electron content through these bubbles has the
shape shown in Fig. 1. The sizable depletion of electron content at a horizontal
distance equal to 0 km as compared to 20 km is obvious. The spiky structures arestill Were. The electron content near the edge of the bubble is approximately
8.9x10 electrons/m2 , a moderate value. The ionospheric slab has therefore a value
of 320 km for the background ionosphere.

In our computer simulations we let a wave of a specific radio frequency be inci-
dent on the top of the model ionosphere. The wave propagates in the model ionosphere
just described for 450 km and exits from the ionosphere at the lower boundary. The
wave propagates further in free space for 250 km or 550 km. The total propagation
distance from the top of the ionosphere to the ground-based receiver is therefore
either 700 km or 1000 km, but in each ca.e scattering from ionization irregularities
can take place only within the first 450 km. However, since the difference in be-
havior is not very large between these two cases (except the scintillation is
stronger on the longer path), we will present results only for 700 km propagation
distance. In the simulation the forward scatter assumption is made. The complex
amplitude under this assumption satisfies a parabolic equation. The numerical
scheme used in solving this parabolic equation "as been given in an earlier paper
(Wernik et al., 1980) and will not be repeated again.

3. HIGH FREQUENCY BEHAVIOR

In our simulation studies computations were made for six radio frequencies, viz
800 MHz, 1.5 GHz, 2.5 GHz, 4 GHz, 7.5 GHz and 15 GHz. On physical grounds the scin-
tillation is expected to be weakest on the highest frequency, i.e. 15 GHz. We dis-
cuss results computed for this highest frequency first.

The amplitude and phase received on the ground as a function of hori7ontal dis-
tance are shown in Figs. 2(aj and 2(b) respectively. The amplitude fluctuations
are small and become even smaller for horizontal distances lprger than 15 km. This
distance at 15 km can be viewed as the boundary of the bubble. Within the bubble
boundary the S scintillation index is 0.038. The phase of the 15 GHz signal varies
with horizontal distance in a manner shown in Fig. 2(b). The optical phase for
which diffraction effects are absent is

xoplX) = ý0+(W/c) f n(x,z)dz rad (1)

where 40 is some reference phase, w is the angular frequency, c is the free space
velocity of light and n is the refractive index assumed to be a function of hori-
zontal distance x and vertical distance z. In the high frequency approximation,
the refractive index can be expanded, yielding from (1)

( 84.4x10-
8

Sop(x) N• (x)-NT(0)] rad (2)

where f is the frequency and N (x) is the total electron conte!nt in SI units. In
writing (2) the phase referencZ is selected at x=0 as done in Fig. 2(b). For the
chosen ionospheric model the difference N ( 2 5)-NT(0) is 0.67xi0 electrons/M2 as
obtained from Fig. 1. The optical phase at x=25 km can be computed easily for
15 GHz by using (2) to be 1.2v in agreement with the results obtained in Fig. 2(b).
Therefore, at auch a high frequency, diffraction effects are unimportant. The phase
perturbations are produced almost entirely by changes in the optical path. As a
matter of fact the standard deviation of phase departure from the optical path is
computed to be only 0.0086v radians. By closely comparing the amplitude data of
Fig. 2(a) against the phase data of Fig. 2(b), one can note that large amplitude
fluctuations occur exactly at horizontal distances of large phase change or electron
content change. This is the effect noted earlier by Wernik et al. (1980) as being
caused by diffraction from sharp irregularity gradients. Such effects are most pro-
nounced at the highest frequencies.
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4. AMPLITUDE AND PHASE FLUCTUATIONS

The amplitude fluctuations for all six radio frequencies are shown in Figs. 3(a)
through 3(f). The decrease in fluctuations with the increased radio frequency is
obvious. The frequency dependence of the scintillation index S4 has the behavior
shown in Fig. 4. In computing the scintillation index the portion of the data from
15 km to 25 km is excluded, since the bubble edge obviously renders the amplitude
fluctuations nonstationary. This is particularly obvious in Fig. 3 for 2.5 GHz and
higher frequencies. In Fig. 4 at.the high frequency limit the S. curve approaches
asymptotically to a dependence f As the frequency is lowered this dependence
is weakened. Such a behavior is in general agreement with other computational re-
sults (Yeh et al., 1975) and experimental results tUmeki et al., 1977), but it
should be pointed out that the computations in this paper are made by assuming ir-
regularities to be deterministic while other computations use a stochastic approach.

The phase fluctuations for four radio frequencies are shcwn in Fig. 5(a) through
5(d). In computing the phase one always encounters the problem of 2. radian phase
ambiguity. To resolve this ambiguity problem, we have established several criteria:
the change of phase is less than 2n radians in two neighboring points (a distance of
1,2 meters), and the departure of phase from the optical law (1) at twc neighboring
i:requenciEs is less than 2w radians. .However, as the frequencies are lowered to
below 2.5 GIz, the computed phase jumps rapidly between the two neighboring points
and two neighboring frequencies that the restoration of phase to the correct value
cannot be done with confidence. This is why the phase data for two lower frequen-
cies are not presented. Theyhase fluctuations shown in Fig. 5(a) are dominated by
the optical term which has f dependence. The departure from this optical behavior
is caused by diffraction. This departure has a standarl deviation for various radio
frequencies plotted in Fig. 6. A straight line with f dependence is also drawn
for comparison.

In applications to certain communication problems, one would like to know how
frequently large departures in phase from the optical path can occur. This depar-
ture can be called the phase error. For this purpose histograms are prepared to
show the occurrence frequency with which a particular phase error interval would
occur. They are depicted in Fig. 7. For unknown reasons the histograms are
slightly skewed.

CONCLUSION

We have simulated the propagation effects on a computer after the wave has
propagated a distance of 700 km from the top of the ionosphere. The model iono-
spherel xists only in the first 450 km with a maximum electro 6 density equal to
2.8x10 electrons/in and an electron content value of 8.9xi0 electrons/n2 (cor-
responding to a slab thickness of 320 km). Superposed on this background ionospher? 6
is a region of depleted electron densities with a maximum depletion equal to 6.7xi0
electrons/m2 . Inside the depleted region there exist sharp gradients that have ver-
tical correlation distances equal to 50 km to 100 km. After propagating through such
a model ionosphere, we have found the amplitude scintillations to be appreciable at
4 GHz (S =0.26) and clearly discernible even at a frequency as high as 15 GHz
(S =0.00N5), at and above which tropospheric effects are expected to play an impor-
taAt role. The dominating component of the phase fluctuation has its origin in the
variation of the optical path which has the inyerse frequency dependence. The phase
departure from the optical path has a rough f dependence. At 4 GHz, the standard
deviation of phase departure is 0.09w radians or 16 degrees.
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tance of 700 km from the top
of the ionosphere. (a) The
amplitude, (b) The phase.
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High-Latitude Ionospheric Model: First Step Tuwards a Predictive Capability

R.W. Schunk, W.J. Raitt and J.J. SoJka

Ceitter for Atmospheric and Space Sciences
Utah State University, Logan, Utah 84322

ABSTRACT

We combined a simple plasma convection model with an ionospheric-atmospheric composition model
in order to simulate high-latitude tonospheric behavior. The convection mcdel includes the offset
between the geographic and geomagnietic poles, the tendency of plasma to corotate about the geographic
pole, and a dawn/dusk magnetospheric electric field mapped to a circular region in the iorosphere
about a center offset by a few degrees in the antisunward direction from the magnetic pole. The .o-
nospheric-atmospheric composition model takes account of plasma convection, plasma diffusion, photo-
chemical processes, thermospheric winds, and ion production due to both auroral precipitation and rc-
sonantly scattered solar radiatioin. A lypicfl nymerical+ simulasion produces time-dependent,
3-dimensional ion density distributions (NO , 02-, N , 0-, N and He ) for the high-latitude ionos-
phere above 42 magnetic latitude and at altitudes etween 160-800 km. One of the early results to

nmerge from the use of this numerical model was that high-latitude features, such as the 'main
trough', the 'ionization hole', the 'tongue of ionization', the 'aurorally produced ionization
peaks', and the 'universal time effects', are a natural consequence of the competition between the
various chemical and trantDjrt processes known to be operating in the high-latitude ionosphere. In
this investigation the numerical model was used to study the variations of the electron dennity with
altitude, latitude, longitude, and universal time for ionospheric conditions corresponding to winter
solstice and for convection electric field patterns that are representative of both low and high geo-
magnetic activity conditions. In addition, we studied the morphology of hmF 2 , NmF 2 , the F-region
total electron density content, and the topside plasma density scale height.

1. INTRODUCTION

Over the last several years we developed a theoretical ao.,el of the convecting high-latitude io-
nosphere in order to determine the extent to which various chemical and transport processes affect
the ion composition and electron density in both the sunlit and dark hemispheres (Banks et al, 1974;
Schunk and Banks, 1975; Schunk et al, 1975, 1976; Schunk and Raitt, 1980>. From these qtudies, as
well as those by Knudsen (1974), Knudsen et al (1977), Spiro et al (1978), Watk'ns (1978) and Brinton
et al (1978), it is apparent that the high-latitude ionosphere can, by varying degrees, be influenced
by solar EUV radiation, energetic particle precipitation, diffusion, thermospheric winds, electrody-
namic drifts, polar wind escape, energy-dependent chemical ractions and magnetic storm induced neu-
tral composition changes.

In a recent study (Schunk and Raitt, 1980), we improved our high-latitude
ionospheric-atmospheric model so that we could study the solar cycle, seasonal, and geomagnetic ac-
tivity variations of the daytime high-latitude F-layer. The improvements included updating the vari-
ous chemical reaction rates; the adoption of the latest solar EUV fluxes measured by the Atmosphere
Explorer satellites; the adoption of the most recent MSIS neutral atmosphere model (N , 0 , 0, He);
and the adoption of the Enpebretsoa et al (1977) atomic nitrog~n model. +Also, -ur tXeor~tical model
was improved by including N and He in addition to the ions NO , 02 , N2 and 0 .

In parallel with the improvement of our high-latitude ionospheric-atmospheric model, we devel-
oped a simple model of high-latitude plasma convection (Sojka et al, 1979a, b; 19ROa, b). Our con-
vection model includes the offset beLween the geographic and geomagnetic poles; the tendency of plas-
ma to corotete about the geographic pole; and a dawn/dusk magnetospheric electric field mapped to a
circular region in the icnosphert about a center which is offset in the antisunward direction from
the -nagneti-, pole. The convection model allows for asymmetries in-the mapped magnetospheric electric
field.
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We have combined our convection and ionospheric-atmospheric models in order to study the
high-latitude T-reglo'.. +Our.modfl produces time-depundent, 3-dimensional, ion density distributions
for the ions NO , 02t) N , 0 , N and He . We c-ver the high-latitude ionosphere above 42

0
N magnet-

ic latitude and at a•titudes between about 160-800 km for one complete day. The input parameters
used by our model are shown schematically in Figure 1. The neutral compos'tion and thermospheric
wind are inputs to our model as are the neutral, ion, and electron temperatures; these paraz.eters
vprl over the polar cap. The EUV solar radiation spectrum and ion production due to both auroral
paiticle precipitation and resonantly scattered solar radiation are also inputs. d inally othr model
requires the cross-tail magnetospheric potential, which is mapped down along dipole geomagretic field
lines. These parameters are used in the calculation of plasm. convection, plasma diffusion, and pho-
tochemical processes, which in turn yield the ion density distributions.

As the ionospheric plasma convects through the high-latitude neutral'atmobphere it is srbJected
to different chemical and transport processes at different times. Also, at a given time the plasma
can be influenced by different physical processes at different altitutees. Figure 2 summarizes 1cj
the different processes affect the shape and magnitude of the altitude distribution of electron den-
sity. The relative importance of a given process depends on many geophysical phenomena, such as
solar cycle, season, geomagnetic activity, longitude, and univesal time.

In this study we compared plasma density features in the winter high-latitude F-region for low
and high geomagnetic activity conditions. For low geomagnetic activity we adopted a cross-tail mag-
netospheric electric potential of 20 kV and set A -20, while for high geomagnetic activity, the cor-
responding parameters were 90 kV and 35, r spectively. In the ionospheric F-region, a 20 kV
cross-tail potential produces plasma convection speeds up to 0.5 km/s, whereas a 90 kV cross-tail po-
tential can produce convection speeds as high as 2 km/s.

2. PLASMA CONVECTION MODEL

Our convection model for low geomagnetic activity included the offset between the geographic and
geottagretic poles, the tendency of plasma to corotate about the geographic pole, and a dawn/dusk mag-
nctospheric electric field mapped to a circular region in the ionosphere about a center offset by 50•

in the antisunward direction from the magnetic pole. rbs radius of the circle corresponded to 170 of
latitude and the electric potentials were aligned parallel to the noon/midnight meridian within the
circular region. Equatorward of the circle the potential diminished radially and varied inversely as
the fourth power of sine magnetic co-latitude (Volland, 1975). Our convection model for high geomag-
netic activity was similar, but the circle radius was 18.50 and the center oftset was 7.5°. In addi-
tion, an enhanced dusk cell convection prttern was adopted. Such an asymmetry in the convection
electric field is commonly foun' in satellite electric field observations (Heppner, 1977) and in ia-
coherent backscatter radar observations (J.C. Foster, private communication). For both low and high
geomagnetic activity, we assumed that the cross-tail magnetospheric poten-ial was constant for the
duration of our calculations.

Figure 39 shows 10 representative convection trajectories in the magnetic quasi-inertial frame
for our low geomagnetic actlity cse. Magnetic local time is shown by tick marks at 100 intervals
around the outer circle, which represents a magnetic latitude of 500. In addition, the key MLT va-
lues are shown. The inner circles represent magnetic latitudes at 10 0 intervals from 60 0 to 800.
Field tubes of plasma following different trajectories have different circulation times, c7ing to the
different trajectory lengths ann the variation of speed around a given trajectory. Table I shows
circulation times for the 10 represe-.tative trajectories.

The widely different convection times together with the time dependence of the terminator posi-
tion in the magnetic frame dre the source of the UT dependence that our 3-dimensional composition
model will display. Figure 3b shows how the terminator, auroral oval, and plasma convection trajec-
tory are coupled. A trajectory that passes near the stagnation region was selected as a test trajec-
tory. The terminator at one particular UT is shown; in one day the terminator moves a total of 220

as the magnetic pole rotates about the geographic pole. As is shown in Figure 3b, most of the polar
cap is in darkness in winter. The autoral oval, however, is a source of ionization in the dark hem-
isphere. For our .alculations we selected the quiet time oval of Feldstein and Starkov [1967]. For
the UT shown the test trajectory lies in the dark hemisphere; however, it does enter the evening sec-
tor oval. This test trajectory was used to study the sensitivity of the F-region ionization to some
of our adopted parameters and the results are discussed by Sojka et al (1981a).

In Figure 4a, we present 10 representative plasma drift trajectories in the magnetic
quasi-inertial frame for the asymmetric magnetospheric electric fielC pattern adopted for our high
geomagnetic activity cape. Magnetic local time is shown as tick marks at hourly intervals on a cir-
cle representing 400 magnetic latitude. Magnetic latitude increases linearly to the magnetic pole,
as shown by the vertical scale. The circulation times associated with these trajectories are shown
in Table 1. The comparison of these circulation times with those obtaiied for the low geomagnetic
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activity condition indicates that in both cases there is a wide range of circulation times, varying
from a small fraction of a day to about 1-4 days. Also, in general the circulation times -re much
shorter for the high geomagnetic activity case.

Also shown in Figure 4a is our adopted auroral oval, which -orresponds to the K -5 auroral oval
of Comfort (1972). When field tubes of plasma enter this region they are subjected Fo an ion prcduc-
tion source due to energetic electron precipitation. The ion production rate profile that we adopted
was taken from Knudsen et al (1977) and corresponds to moderately active auroral electron precipita-
tion.

Fý,r high geomagnetic activity, the large convection velocities result in an enhancement in the
relative importance of certain transport processes, such as ion-neutral frictional heating and in-
duced vertical plasma drifts. The distribution of horizontal drift speeds, which has a direct bear-
ing on frictional heating, is shown in Figure 4b, where contours of the ho-izontal plasma convection
speed are plotted in the magnetic quasi-inertial frame. Each contour is lab-led with its appropriate
speed in m/s; the region with speeds below 100 m/s is indicated by the shading. A region of high
i.peed, reaching almost 2 km/s, is located in the duqk sector and it correspond. to th- enhanced mag-
netospheric electric field on the dusk side of the poiar ionosphere. Over the i'olar cap the horizon-
ta' speed lies in the 200 to 600 m/s range. In contrast, Ln extended low-speed region is present it,

the afternoon and eveidng sectors. The location of this ext-ended low-speed region has a direct bear-
ing on the location of the main or mid-latitude plasma density trough.

"Figure 4c shows contours of the vertical component of the plasma convectiog velocity in the mag-
netic quasi-inertial frame. Each contour is labeled with the appropriate velocity in n/s; the dashed
contours represent dowi'ward velocities, while the solid contours represent upward velocities. Upward
electrodynamir drifts occur on the dayside where tne plasma is convecting toward the magnetic pole,
while downward electrodynamic drifts occur in the nightside where the plasma is convecting away from
the magnetic pole. For the case considered, the vertical plasma drift ranges from +50 a/s to -70
m/s. Vertical drifts near the extremes of this range have a pronounced effect on both the F-region
peak electron density, NmF 2, and the alti.ude of the peak, hmF 2 (cf. Schunk et al, 1976).

In addition to the vertical motion associated with the E x B plasma drift, a thermospherlc wind
also induces a vertical plasma drift (cf. Rishbeth and Garriot, 1969; Watkins and Richards, 1979).
The importance of this additional vertical drift to the ion composition And to the maintenance of the
nighttime high-latitude ionosnhere was discussed by Sojka et al (1981b). In that study we adopted a
modified form of the thermospheric wind pattern given by Furphy et al ý1976). The Murphy et al
(1976) neutral wind is meridional everywhere, flowing towards the pole in the sunlit hemisphere and
away from the pole in the dark hemisphere. The meridional flow reaches a max'mum equatorward speed
of 200 m/s zt 0100 local time (LT) and a maximum poleward speed of 60 m/s at about 1300 LT. Near
dawn and dusk the wind speed is extremely small. The small modification we made to the Murphy et al
(1976) wind model was that wc set the low-speed poleward wind to zero. Th•s simplification was moti-
vated by the fact that thermospheric heating in the auroral oval acts -o reduce or reverse thir pole-
ward wind. How-ver, the equatorward wind in the nightside is enhanced by suroral oval heating, and
therefore, this equatorward wind must be included in order to obtain reliable predictions of ionos-
pheric behavior on the nightside.

Figure 4d shows contours of the . nd induced upw-.rd ionization drift in the magnetic
quasi-inertial frame. The contoirs, wh h are labeled in m/s, display symmetry about an axis that
extends from 1300 to 0100 MLT. Also, the wind induced upward ionization drift increases coatinuoualy
with decreasing latitude over our latitude range, owing to its dependence on the magnetic field dip
angle. Since the rhermospheric wind is merilional it the geographic frame, it is UT dependent in the
magnetic quasi-inertial frame of Figuie 4d. However, the UT variation is relatively small because
the induced upward drift depends not only on the thrmospheric wind, but also on th- magnetic field
dip angle, which is UT independent in the magnetic frame.

In our model, the wind induced upward Ionizatiin arift is combined with the vertical component
of the electrodynamic drift. A comparison of Figures 4c and 4d indicates that the wind induced and
electridynamic drifts oppose each other, producing a net downward drift in the polar cap and a net
upward drift at mid-latitudes.

3. HIGH-LATITUDE IONOSPHERIC MORPHOLOGY

The plasma convectien patterns for low and high geomagnetic activity that were shown earlier
have been used in conjunction with our ionospheric-atmospheric composition mo-el in order to study
the variation of the electron density with altitude, latitude, longitude, and universal time. In the
fuolowing paragraphs, the resultant variation of the electron density witb these parameters will be
presented and a compariso.i will be made between the high and liw geomagnetic activity cases.
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In Figure 5 the 0+ density at 300 km for the low geomagnetic activity case it shown as a
gray-scaled contour plot in a magnetic local time (MLT), magnetic latitude polar diagram. The MLT is
shown as tick marks at 1 hour intervals, and magnetic latitude varies linearly from the 550 circle
shown to the magnetic pole at the center of each plot. In this figure the gray scale range was cho-
sen to emphasize+low density regions. The contour plcts in Figure 5 clearly show a marked UT varia-
tion of the 0 density distribution over the regivn poleward of 550 latitude. These contour plots
show the gross features o, a mid-latitude (or main) ionizaLion trough; a region of enhanced ionida-
tion in the vicinity of the auroral oval; and a high-latitude ionization hole around local dawn.

SHowever, the detailed characteristtcs of these features differ for the four UT times shown. For ex-
ample, the depth and extent of the mid-latitude ionization trough differ considerdbly.

The 0+ density contours shown in Figure 5 can be compared with the Atmosphere Explorer (AE) sa-

tellite measurements of Brinton at al (1978), who showed the variation of the minimum and maximum 0+

densnLy at 300 km above the high-latitude region. Although these data correspond to roughly the same
geophysical conditions that were adopted for ou; calculaticns, it is not -,ssible to do a detailed
comparison because the experimental data presented are incnmp ete and because no account was taken of
the UT dependence of the high-latitude ionosphere when the data were plotted. Also, from the theo-
retical point of view, our model is uncertain with rega.d to the depth of the main trough because the
depth is sensitive to nocturnal maintenance processes, which are not quantitatively well known.

Nevertheless, the comparison of our model predictions with the gross features of the AE data produces

some useful results. First, both the data and the model predictions display ionospheric features
such vs the main trough, the polar hole, and the enhanced ionization in the auroral oval. However,
our 0 densities in the oval are generally larger than the measured values, indicating that our auro--
ral production rates are probably too large. The location of the polar hole corresponds well with
that observed; its size is strongly UT dependent and at about 0600 UT it extends into the noon polar
cap sector. There latter two features are not present in the AE data owing to both the lack of UT

data selection and a data *ap over the polar cap. Wit) re§ard to the depth of the polar hole, our
model calculations produced 0 densities as low a6 2 x 10 cm , which are in good agreement with the
observed densities, but our calculatIons also indicate a significant UT variation. As a final item

we note that the maximum and minimum 0 density plots display main troughs that are diffe-rent in ex-

tent and form. Our model predicts a UT variation of the extent and form of the main trough, but it
is not clear whether or not the variation presented by Brinton at al (1978) is related to a UT ef-

r fect, again owing to the omission of UT as a data selection criterion.

Figure 6 shows contours of the electron density ac 300 km for the high geomagnetic activity case
and for four universal times. The four UT's selected correspond to the geographi, pole being near
the dawn (1 UT), noon (7 UT), dusk (13 UT), and midnight (19 UT) magnetic meridians. In Figure 6,

each plot is a polar diagram in MLT and magnetic latitude. The electron density variation is pre-

sented as gray scaled contour intervals, with the darkest shadeu corresonding6 to the lowest densi-
ties. Over the polar region, the electron density varies from about 10 to 10 cm-. A particularly
evident feature seen in Figure 6 is the marked UT variation of the electron density. However, cer-

tain ionospheric features are also evident, such as the main trough, the auroral oval, a polar hole,

and a tongue of ionization.

Two higb density regions are present at all four UT's, one is related to solar EUV production in
the sunlit hemisphere and the other is the nighttime auroral oval - polar Ca, region. Both of thesa

regions show UT dependent changes. The dayside high density region moves toward the polar cap and

then recedes as the terminator moves in the magnetic quasi-inertial frame. The auroral oval - polar
cap region has a UT independent equatorward edge which is associated with the equatorward edge of the

"auroral oval. However, inside this region the electron density varies markedly with UT. For exam-
ple, at midnight and 800 latitude, the electron density varies by more than an order of magnitude.

The two high density regions discussed above are, at times (1, 13, and 19 UT), linked by a ton-
gue of high density in the dawn-noon sector. This tongue: of ionization results from the poleward
"convection of dayside, high density field tubes (see Figure 1)". The preference for a pre-noon ton-

gue over a post-noon tongue is a conrequence of the higher convection speeds in this sector (see Fig-

ure 4b). With higher convection speeds the field tubes of plisma can convect further during a -yp'-
cal 'decay' time. In contrast, the slower convection speeds that occur for low geomagnetiL ncti i:y

,4 do not lead to the formation of a pronounced tongue of ionization (see Figure 5).

As 1 iscussed above, the polar hole is a region where the plasma density at 300 km falls below
103 cm during quiet geomagnetic activity conditions. This polar hole region is located in the
nightside polar cap adjacent to the poleward edge of the aurorul oval in the midnight-dawn MLT sec-
tor. In a recent model study (Sojka et al, 1981a), we have shown that the Brinton et al (1978) polar

hole results from slow antisunward convection across the dark polar cap in combination with ordinary
io(tc recombination. 2 In3 that model study, the plasma at d 00 km had sufficient time to decay to a
value as low as 2 x 10 cm- , which is the level maintained by resonantly scattered solar radiation.
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It is evident from Figure 6 that the Brtnton et al (1978) polar hole does not form during more
active geomagnetic conditions, owirng to the much shorter transit times across the polar cap. 3 The
electron density in the location of the Brinton et al (1978) polar hole remains above ' x 10 cm at
all UT's. However, there is another region in the polar cap at 7 UT that contains reletively low
electron densities. In contrast to the low geonagnetic activity polar hole, which is due to -hemtcal
loss processes acting over a long time period, the high geomagnetic activity polar hole shown in iig-
ure 6 results from the large downward transporc velocities that exist it this region (see Figures 4c
and 4d).

Another ionospheric featur, that is known to exist in the winter polar ionosphere is the
'mid-latitude' or 'main' electron density trough. This trough is a region of low electron density
situated just equatorward of the nocturnal auroral oval. It is generally apparent at all universal
times (see Figure 6), but its depth and local time extent are strongly UT dependent. At 1 UT, it is
deepest in the morning sector; at 13 UT, it is deeper in the evening sector than in the morning sec-
tor; while in the middle of this UT range the trough tends to be more symmetrical about midnight.
The trough in the afternoon sector at 7 UT extends to 15 MLT at a magnetic latitude of about 680,
while at I UT it extends tb only 09 MLT at a latitude of 570. This difference of 4 hours of MLT and
. of latitude highl!ghts the marked UT vatiation of the trough location.

A comparison of Figures 5 and 6 indicates that for both low and high geomagnetic activity the
nain election density trough cove,; a wide range of MLU. In both cases, the loration of the rtgion
of lowest electron density exhibits a significant variation with UT. The major difference between
the main troughs tor the high and low geomagnetic activity cases is that in general the main trough
tends 'o be naich deeper for low geomagnetic activity.

4. REDUCED OlSI.•.•RIC PARAMETERS

A n'u~m~ i o :ost-ic pramterave been tiectiaty used to describe the F-region. In this
section we xJ!i liscuss fcur such parameters, namely: h v2' N F2, the F-region column content, and
the topside plasmaa density -cale height. In general, thec% parameters show the greatest variability
for tve higl. geomagnetic activity case, and therefore, we will restrict our discussion to tnis case.

'-igure 7 shows contours of the altitude of the F-region peak density in the magnetic
quasi-inertial frame for !0 UT. The contours are labeled in km. Although only one UT is shown, the
UT variation of h F2 is small, being on the order of 10 km at a given location. In Figure 7, the al-
titude of the peak density varies from 250 to 380 km with there being two distinct regions where

hF is large. One region, near the noun meridian at 80, is associated with a large upward electro-
dynamic drift, while the ,ther region, the nightside mid-latitude ionosphere, is associated with the
upward plasma drift induced by the thermoepheric wind. The minimum values of h F , on the other
hand, are found near the midnight meridian at 700. This l.cation corresponds to Thi region where the
maximum downward electrodynamic drifts occur. In this regard, It should be noted that the h F con-
tours display features that are similar to those found in the contours of the vertical velocities as-
sociated with the electrodynamic and wind induced drifts (see Figures 4c and 4d). The close similar-
ity between these sets of contours emphasizes the importance of vertical transport in determining the
altitude of the F-regiorn peak electron density. The lack of a significant UT variation in h F is a
further indication of this relationship, since in the magnetic quasi-inertial frame the vert~chl vel-
ocities are almost UT indepenoent.

Figure 8 shows contours of the logarithm of N F (upper panel) and the logarithm of the F-region
column density (lower panel) at 10 UT. The column iensity was computed as the density integral from
160 to 800 km. The most evident feature to emerge from a comparison of the two panels is that the
two contour patterns are very similar. Althcugh both NmF 2 and the column content exhibit a signifi-
Lar.t UT variation, this similarity is present at all universal times. The obvious inference from the
Ssimilarity of ; F, and the column conte,.t is that the bulk of the column content is contained in a
region near the F-region peak. With regard to the variation of N F2 with UT, it follows the generalpattern of change shown in the four UT plots given in Figure 6 foT an altitude of 300 km.

Figure 9 shows contours of the topsiJe plasma density scale height in the magnetic
quasi-inertial frame for 10 UT. The scale heights were calculated in the altitude range from 600 to
800 km. Over the polar region the scale height varies significantly, from 190 to 330 km. A compari-
son of Figure 9 with Figure 4b indicates that the large scale heights are associated with the region
of high convection speeds. Strong convection leads to an enhanced ion-neutral frictional heating
rate, which in turn leads to elevated ion temperatures and increased plasma density scale heights.
As far as the UT variation of the scale height is concerned, the contour patterns obtained at other

UT's are very similar to that shown in Figure 9.
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5. SUMMARY

We combined a simple plasma convection model with an ionospheric-atmospheric composition model
in order to study the plasma density features associated with both weak and strong convection in the
winter high-latitude F-region. The details of our time-dependent ionospheric-atmospheric composition

model, ir.cluding ion chemistry and transport equations, are given by Schunk and Raitt (1980), while
the details concerning the combined plasma convection and ionospheric- atmospheric models are given
by Sojka et al (1981a). In a model calculation a field tube of plasma is followed as it moves along
a convection trajectory through a moving neutral atmosphere. Altitude profiles of the Ion densities
are obtained by solving the appropriate continuity, momentum, and energy equations including numerous
high-latitude processes. The result of following many field tubes of ptasma is4 a 4 timedependent,
3-dimensional ion density distribution for each of the ions NO , $ N, +,0 N and He . The
'-igh-latitude ionosphere above 42N magnetic latitude and at altittudes getween 160 and 800 km was co-

* •vered for one complete day.

From our study dealing with low geoiagnetic activity we found the following:
1. High-latitude ionozpheric features, suchras the main trough, the ionization hole, the tongue

of ionization, the aurorally produced Ionization peaks, and the universal tine effects, are a natural
consequence of rh9 competition between the various chemical and dynamical processes known to be oper-
ating in the high-lartitue ionosphere.

2. The high-latitude F-layer ionization exhibits a significant UT variation owing to the dis-
placement between the geomagnetic and geographic poles. The peak electron density at a given loca-
tion and local time can vary by an order of magnitude due to this UT effect.

3. The depth and longitudinal extent of the main trough exhibit a significant UT depeude-ce.

4. The spatial extent, depth, and location of the polar ionization hole are UT dependenL.
5. Ion production due to resonantly scattered radi~tion3 can maintain the elect.'n density at

300 km in the polar ionization bole at about 2 x 10 cm , in agreement with the m,asurements of
Brinton et al (1978).

From our study dealing with high geomagnetic activity we found the following:
1. For a cross-tail magnetospheric electric potential of 90 kV, the horizontal component of the

plasma convection velocity in the ionorphere approaches 2 km/s and the vertical component ranges from
f-50 m/s to -70 m/s. Vertical drifts near the extremes of this range have a pronounced effect on both

N F 2and ht F2.
2. A• a field tube of plasma traverses a given trajectory it is subjected to different chemical

and transport processes at different times. Also, at a given time the plasma in the field tube can
be influenced by different physical processes at different altitudes.

3. As was found in our previous study dealing with weak convection (Sojka et al, 1981a), for
strong convection the electron density exhibits a significant variation with altitude, latitude,
longitude, and universal time.

4. For strong convection, certain ionospheric features, such as the main trough, the aurorally
produced ionization peaks, the polar hole, and the tongue of ionization, are eviaent but they are
modified in comparison with those found for weak convection.

5. For strong convection, the tongue of ionization that extends across the polar cap is much
more pronounced than for weak convection. This tongue of ionization is highly UT dependent.

6. The polar hole found by Brinton et al (1978) during quiet geomagnetic activity conditions,
which results from slow antisunward convection across the dark polar cap in combination with ordinary
ionic recombination, does not form for more active geomagnetic conditions, owing to the much shorter
transit times icross the polar cap.

7. For strong convection, a new polar hole appears in the polar cap at certain universal times.
This new polar hole is associated with large, downward, electrodynamic plasma drifts.

8. For strong convection, the main or mid-latiude electron density trough is generally not as
deep as that found for quiet geomagnetic activity conditions. However, in both cases the depth and
extent of the trough are strongly UT dependent. At certain UT's the trough is deeper in the morning
sector than in the evening sector, while at other UT's the reverse is true. At still other times,
the trough tends to be more symmetrical about midnight.

T. he altitude of the peak electron density exhibits a significant variation with magnetic la-
titude and MLT, owing to the vertical plasma drifts induced by the electrodynamic force and the ther-
mospheric wind. The altitude of the peak varies from 250 to 380 km in the high-latitude ionosphere

C at a given UT.
10. The variations of N F and the F-region column density with magnetic latitude and MLT are

very similar. Although bothtoh these quantities exhibit a sigificant UT variation, this similarity
is present at all universal times.

11. At a given UT, the topside plasma density scale height varies significantly over the polar
region, from 190 to 330 km. The large scale heights are associated with the regions of strong con-
vection.
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Table I. Circulation Periods for Plasma Field Tubes.

Low Activity Model* High Activity Model+
Trajectory times (day) times (day)

I 1.00 1.06
2 1.02 1.35
3 1.13 1.32
4 1.09 0.79
5 3.97 0.58
6 0.78 0.25
7 0.64 0.15
8 0.58 0.27

9 0.72 0.11
10 0.95 0.06

*Trajectories labeled as th.-y appear in Figure3a.

+Trajectories labeled as they appear in Figure 4a.
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POLAR IONOSP-EPF F-REGION

Figure i. Diagram showing the various phybical processes affecting the F-region polar

Vt T

ionosphere. From Rat e q(18)
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Figure 2. SchematIc illustration of a representative altitude distribution of plasmadensi y, showing the r major processes that affect its magnitude and shape.
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Figure 3. Plasma drift trajectories (panel A) an
3 

the location of a northern hemisphere atroral oval
(panel B) for low geomagnetic activity. Both panls correspond to the magnetic quasi-inertial frame,
with magnetic latitude represented by circles at 100 intervals and magnetic local time by tick marks
along the outer circle. From Sojka et al (1981a).
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Figure 4. Plasma drift trajectories and the auroral oval (panel A), contours of horizontal plasma
convection speeds (panel B), contours of the vertical aomponent of the E xc B drift velocity (panel
C), and contours of the wind induced vertical plasma drift (panel D) for high geomagnetic activity.
All four panels correspond to the magnetic quasi-inertial frame. In panels B, C, and D, the
contours are labeled in m/s. In panels C and D, upward drifts are positive. From Sofka et al (1981c)
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Figure 7. Contours of hmF2 (km) in the magnetic COLUMN DEN51TIES
quasi-inertial frame for high geomagnetic activity
at 10 UT. From Sojka et al (1981c). 12MLT
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5• the appropriate parameter, expressed in cgs units.

From Soika et al (1981c).

2q

260Figure 9. Contours of the plasma d(nsity scale
heIIsigt ((p) in the magnetic quasi-enertial frame

Z i a fa for high geomagnetic activity at 10 UT. From
--

o SoSojka et al (1981c).

609

- .4I I

ji



THE APPLICABILITY OF USING THEORETICAL MODELS
TO IMPROVE IONOSPHERIC MAPS

D. N. Anderson
NOAA/ERL/SEL

Boulder, Colorado 80303

C. M. Rush, M. PoKempner, and F. G. Stewart
NTIA/ITS

Boulder, Colorado 80303

,BSTRACT

Irt this investigation we theoretically calculate electron density distributions in the mid-lati-
tude ionospheric F region by solving the time-dependent ion continuity equation numerically, including
the effects of production, loss and transport ol ionization. The object of the study is to obtain
values of the F region critical frequency which can be used to improve the prediction of ionospheric
parameters over regions of the earth which are inaccessible to ground based measurements. This is
accomplished by including into the theoretical calculations realistic physical processes along with a
realistic geomagnetic field model. We adjust input parameters so that agreement is achieved between
calculated and observed foF2 values as a function of local time at two different stations and then
assume that these same input parameters (i.e., neutral wind field, neutral atmospheric model, etc.)
are valid at the intermediate region of interest where the major difference is the geomagnetic field
line configuration. Coefficients that yield global representations of foF2 are then determined using
the theoretically derived foF2 values and the predicted critical frequencies are compared with
observed values to estimate the degree of improvement.

INTRODUCTION

Global maps of ionospheric parameters such as shown in Figure 1 (orm the basis for a number of
empirical and statistical models of the ionospheric electron density. The accuracy of the models is
tied directly to the accuracy of the maps of the ionospheric paramete,'s. Maps of the critical fre-
quency of the E region, foE (Leftin, 1976), the critical frequency of the Fl region, foFl (Rosich
and Jones, 1973), and the critical frequency of the F2 region, foF2 (Jones et al., 1969; Jones and
Obitts, 1970) have been employed in one form or another to determine ionospheric structure (Nisbet,
1971), HF propagation conditions (Barghausen et al., 1969; CCIR, 1978), and transionospheric propaga-
tion factors (Bent et al., 1978).

The global maps of ionospheric parameters are generated from numerical coefficients obtained by
peri~onpng a spherical harmonic analysis on observed monthly median values of foE, foFl, and foF2.
The basis for the analysis has been described in detail by Jones and Gallet (1962) and needs not be
discussed here. Suffice it to say that the resultant accuracy of the maps is dependent in a signifi-
cant manner upon the geographical distribution of the data that were used in the generation of the
coefficients. The data, foE, foFl, aad foF2, that were used in developing the global maps were
obtained from between 100 and 150 vertical incidence ionosonde stations that operated throughout the
world. These stations provided observations that permit a reasonably accurate map of the iono-
spheric parameters at those locations for which data were available. At locations for which data
were non-existent, such as for ocean areas, the accuracy of the maps is questionable,

It has long been appreciated that the uncertainties in the maps of foF2 are the largest source
of potential error in any Ionospheric model that utilizes global maps of ionospheric parameters. This
is due principally to the fact that the F2 region is the most variable of the ionospheric regions (see
Rush and Giobs. 1973, for example), displaying large changes in both temporal and spatial scales. The
variations in the F2 region are the manifestation of complex interactions between neutral and ionized
constituents at ionospheric heights, the dependence of F2 region phenomena upon the geomagnetic field,
and the influence of the magnetosphere on the ionosphere. The variabillity of the F2 region renders it
difficult to extrapolate observations of foF2 at one location to another location with a degree of
accuracy that is commensurate with extrapolation procedures employed for the E and Fl regions.
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In order to improve the acLuracy of the global maps of foF2 in regions where observations are
lacking, it was decided to investigate the possibility of generating values of foF2 from a theoretical
model and then re-generating the numerical coefficients that yield the ionospheric maps using both
theoretical and actual observations. The theoretical values of foF2 are determined from the time-
depen6 .c continuity equation for ions and electrons in the ionosphere. In the following section,
the t! 'nretical model used to determine foF2 at locations removed from ground-based ionosondes is
describ,.d. Also discussed is the procedure adopted in order to assure that the calculated theoretical
values of foF2 are consistent with the observed values of foF2 that are available. Emphasis in this
study has thus far been directed toward the mid-latitude F2 region. In the third section of this
paper, initial results of the study are presented for the southern hemisphere F2 region during
September and December 1978. These results are then compared to results obtained from independent
data sources (satellites) that describe the mid-latitude F2 region.

THEORETICAL MODEL

To find the ion (0 ) and electron density as a function of altitude, latitude, and local time, the
time-dependent ion continuity equation including the effects of production, loss of charge exchange,
and transport by diffusion, neutral wind, and E x B drift is numerisally solved.

The ion continuity equation is given by

Si/at + V . (NVi) Pi - Li (•)

where Ni is the ion density; P the ion production rate; L , the loss rate; and V, the transport
veloLity. In the ionosphere, Vlasma is transported along t6e geomagnetic field liAes by diffusion
and neutral winds and perpendicular to field lines primarily by E x 8 drift (Kendall and Pickering,
1967). In solving (1), the independent coordinates are transformed to a coordinate system parallel
and perpendicular to the rrgnetic field line (see Anderson, 1973). Equation (1) can then be written

.Am' m aNi/at + Vi". VNi P - L. - V • CNi ViI) -NiV (N• (2)

where Vi is given by E x 'f/B' and V il includes the effects of plasma diffusion and neutral wind.

The lefthand side of (2) is the time rate of change of the ion density in a reference frame moving
with the E x N drift and is such that the plasma simply co-rotates with the earth, V • Vi- =.

The right side of (2) involves terms which are second order in the coordinate parallel to B.
Equation (2) is solved numerically, (see Anderson, 1973 for details) to give Ni (= N ) densities
as a function of altitude, latitude, and local time. e

The set of coefficients for the ion continuity equation is obtained from models of the neutral
composition; neutral temperature; ion and electrc temperatures, and production, loss, and diffusion
rates as well as the neutral wino model and geomagnetic field model. Briefly, these models are as
follows:

1. The MSIS (Hedin et al., 1977) neutral atmosphere model is used to calculate N2 , 
0 ,, and 0

and the neutral temperature, T , ds a function of altitude, latitude, and local time. A 10.7 cm solar
flux value of 150 is adopted fr the September 1978 calculations while 165 is chosen for the December
calculations. At all altitudes and local times it is assumed that Ti = Te = Tn'

2. The production rate and loss rate reactions incorporated in the calculation of the 0 densities
are

0 + h\ - 0+ + e September P, = a.O x lO"- sec -1

December P = 4.5 x lO- sec

0+ + N2 - NO+ + N k, = 7 x lO- cm3/sec

S0+ + 0 2  02+ + 0 k2 = 2 x 10"11 (Tn/300)'1/2 cml/sec

3, The diffusion coefficient for elastic collisions between ions and neutrals is given by

D • 300 [[O21 [N23 (01

I m Din T Tn TO ---- +TNT--••+ TOT0

where 602 = 3.3 x 1018 cm-1 sec-', 6N2 = 3.9 x 10"8 cm"1 sec'1, and 60 = 3.7 x I0'1 cm-' sec'1.
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4. A realistic geomagnetic field model is used to transform the spherical polar coordinate system
r, 0, and * to one describing directions parallel and perpendicular to B. The "real" field is given
by Euler potentials a and B where Bf Va x VB (Stern, 1965; 1967). A full description of the tech-
nique is covered in the paper by Anderson (1973). For this study, eight geomagnet 4c field lines are
chosen, spanning the globe approximately every 450 geographic longitude with the southern end of
each-field line lying at about 400 south geographic latitude. Table 1 lists the geographic coordi-
nates in the southern hemisphere at the end of each field line and gives the declination angle
(positive to the east of north) and dip angle (positive in the northern hemisphere) at each location.

5. The neutral wind models assumed to be approprilte for the September and December 1978 periods
were chosen in the following manner. First, the 0 continuity equation was used to calculate hourly
foF2 values at Mundaring, Australia (116.2' E geog. longitude; 32.6* S geog. latitude), where the
declination of the cield line is 20 W. The meridional component of the neutral wind velocity was
adjusted so that agreement between observed and calculated values was obtained. Then a magnetic
field line appropriate to Auckland, New Zealand (1750 E geog. longitude; 37* S geog, latitude), was
chosen where the declination of the field line is 20°E. Incorporating the same meridional component
of the neutral wind, the zonal wind component was adjusted so that the calculated hourly foF2
values agreed with the observed values over Auckland. This procedure was carried out for both the
September and December periods. These two highly idealized wind systems were then assumed to apply
at te eight geographic locations listed in Table 1. Figures 2 and 3 display these wind patterns
during September and December, respectively. The wind velocity is assumed to be independent of
altitude.

Equation (2) was solved numerically using a Crank-Nicolson (Crank and Nicolson, 1947) implicit
finite differencing scheme. The two boundaries arc at 125-km altitude at the northern and southern
ends of the field line. Boundary conditions for the ion density are photo-chemical equilibrium
duving the day and 10 ions/cm3 at night. However, the boundary conditions are not critical, as
the appropriate ion densities are reached within a few space steps. The changing size of the
magnetic flux tube is taken into account in the calculations.

Table 1. Geographic Coordinates, Dip and Declination at the Southern
Hemisphere End of Eight Field Lines

Geographic Geographic Dip Declination
Longitude Latitude Angle Angle

(OE) (OS)

32.8 40.65 -63.9 -31.3
81.6 40.58 -69.4 -35.4

121.1 35.6 -69.6 - 2.5
170.7 39.7 -65.3 17.96
213.5 40.0 -58.7 18.7
259.2 38.8 -46.7 21.3
305.6 43.4 -40.5 1.3
352.0 38.0 -58.3 -28.3

RESULTS

Results for the September calculations at three different longitudes where the declination of
the field line changes but the dip angle is approximate'y the same are pictured in Figure 4 as
curves of foF2 as a function of local time. During daytime hours, the westward declination field

A line has the greatest peak electron density because the early morning westward blowing zonal wind
(80 m/sec) transports ionization upward from below where the production rate is greater to higher
alt',tudes where the loss rate is less. In geographic regions where the declination is nearly
zero, the effect of the zonal wind is minimal and the results shown for -2.50 declination are
obtained. Conversely, where the declination of the field line is eastward, a westward blowing
neutral wind transports ionization downward into a higher loss rate region, decreasing the peak
electron den:ity such as shown for 180 declination.

During nighttime hours when the zonal wind blows eastward (1900-2400 LT), the effects of
field-line declination on peak electron density are reversed. An eastward blowing wind lowers the
F region if the declination is westward, thus decreasing foF2, while the same eastward wind raises
the F layer where declination is eastward, causing a slower decay in foF2 with time. This can be
seen by comparing the slopes of the curves shown in Figure 4 between the hours 1800 and 2200
local time.

612



Results for the December calculations are pictured in Figure S. kring the day, the peak
electron density is greater for a westward declination field line, w;sile zero and eartward declina-
tion field lines have about the same daytime peak electron density of I x 106 el/cml (9 MHz). At
night, the combinat'on of the eastward zonal wind and equatorward merid!cnal wind causes a reversal
in the declinatio•, effects on foF2 for th~e same reasons given aoove.

Using the valu.; of foF2 determined at the eight locations given in Table 1, it is possible to
combine tl`Lse with available observations and values deduced from the existing numerical coefficients
to produci maps of foF2, Figure 6 shows a contour map of FoF2 for the southern nemisphere for
December 1978. The values of foF2 determined by the theoretical calculations are shown encircled on
the figure.

In order to gain some estimate of the amount o7 improvement afforded by incorporating the
theoretically deduced foF2 values into a global mapping scheme, it is necessary to compare the
theoretically-based values of foF2 with those determined from the existing coefficients alone and
with actual observations. It is not possible, in general, to obtain a large number of observations
of foF2 in the southern hemisphere. Fortunately, however, the topside sounder observations from the
ISS-b satellite, which was launched in February 1978, have provided values of foF2 since then.
Matuura (1979) has deduced global maps of foF2 from the ISS-b satellite observations, and these
maps of foF2 provide a reasonable data base for assessing the reliability of these models frr
estimating foF2.

Figure 7 shows three longitudinal distributions of foF2 at three latitudes (300S, 400S, and 500S)

for December 1978, 1000 UT: 1) the distribution from the ISS-b satellite observations; 2) the distri-
bution deduced by incorporarin; tto-retical values of foF2 into the mapping scheme; and 3) the dis-
tribution of foF2 resulting from the existing numerical coefficients. Because the numerical coeffi-
cients have been adopted by International Radio Consultative Committee (CCIR) as the basis for iono-
spheric parameter specification, the distribution determined from the coefficients is indicated as
CCIR. It is readily apparent that differences between observed and mapped values of foF2 exist.
However, it is clear that the values of foF2 deduced using the theoretical model teGd to represent
the observations better than do the values determined from the CCIR coefficients alone.

Figure 8 shows a comparison between the diurnal variation of foF2 deduced from the theoretical
calculations (depicted as a dashed line) and the diurnal variation of foF2 deduced frc'm the CCIR
coefficients (solid line). The diurnal variation of foF2 in this case was determined for September
1978 at the location closest to Kerguelen (49.4 0 S and 70.3 0E geographic). In addition to the values
of foF2 calculated by the theoretical model and by the CCIR coefficients, the median values of foF2
observed at Kerguelen during September 1978 are shown in Figure 8. Also indicated on the figure are
values of foF2 deduced from the data collected by the ISS-b satellite. Even though Kergiielen is
nearly ten degrees south of the latitude for which the neutral air wind model was deduced, it is
readily apparent that the theoretical model yields results that agree much better with the observa-
tions than results obtained from the CCIR coefficients.

Figure 9 provides a similar comparison for December 1978. In this example, it is seen that
improvement afforded by use of the theoretical model is not as straight-forwprd as seen in Figure 8.
The theoretical model provide, a better estimate ot the nighttime values of toF2 observed at
Kerguelen than do the CCIR coefficients. The CCIR coefficients, on the other hand, provida a
better representation for tne daytime values of foF2 observed at Kerguelen. rhe theoretical model,
however, appears to provide a better estimate of the daytifne values ;f foF2 observed by the ISS-b
satellite.

DISCbSION

There have been a number of studies directed towar, determining the accuracy of the existing maps
of foF2. Many of these (King and Slater, 1973, and Wakai and Matuura, 1980, for example) have been
directed toward comparing the values determined from the existing maps with average values of foF2
detetn'ined from satellite data. Studies have also been undertaken (Rush and Edwards, 1976; Flattery
and Ramsay, 1975) to develop methods to specify the global distribution of foF2 on an hourly basis.
All these studies rely upon the monthly median maps of foF2 determined from the Jones-Gallet coeffi-
cients. The values of foF2 predicted from these coefficients have been found to agree well with
observations at those locations for which data were used in the development of the coefficients. How-
ever, at regions of the globe that are inaccessible to routine ionospheric sounding, the agreement is
less than optimum. A major source of error in these regions can be attributed to the fact that, In
developing the coeffiLients, ne account was taken of the effect of the magnetic declination on the
foF2 distribution, In crder to assure that a stable solution was obtained in generating the CCIR
coefficients, it was necessary to perform a "scraen analysis" whereby data observed at specifir
locations were extrapolated using a magnetic dip latitude to regions for which no observations were
available. For the most part, the effect of the screen analysis was to extrapolate values of foF2
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observed in land regions to ocean areas. In this extrapolation no account was taken of the adjust.
ments in foF2 needed because the magnetic declination is significantly different between regions of
observation and regions of extrapolation. The use of the time-dependent equation to calculate values
of foF2 provides a means to overcome this limitation. Combining the theoretical values of foF2 t'ith
observed monthly median values to regenerate the numerical coefficients can improve the global maps
of foF2.
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Figure 1. Contours of median values of fxF2 (in .9Hz) for December 1958, UT - 12 hrs.
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Figure 2.Meridional and zonal wlind components for September 1978.
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Figure 3. ieridional and zonal wind components for December 1978.
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Figure 4. Values of foF2 calculated at locations 1ldicated for September 1978.
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Figure 5. Values of foF2 calculated at locations indicated for December 1978.
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Figure 6. Contours of foF2 (in 4Hz) obtained by combining theoretical values, observations, and
numerical coefficients for December 1978.
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SATELLITE ORBITS TO RELIEVE IONOSPHERIC SCINTILLATION

Dorothy C. Rogers Paul Christopher

The MITRE Corporation
Bedford, MA 01730

I. BACKGROUND

During the past 20 years, many comprehensive ionospheric scintillation studies have occurred.
These have dealt with the nature of the disturted ionosphere itself and with sophisticated communi-
cation techniques for overcoming scintillation, The Air Force Geophysics Laboratory (Aarons, Whitney,
Allen 1970) made one of the first morphology estimates of the disturbed ionosphere. It was valuable
for advancing satellite communication in the VHF-11 GHz region. Communicators under one of the
disturbed regions attempted power suoplements, coding, or diversity. R. K. Crane advanced these
techniques by describing the standard deviation of the received signal in terms of the spatial power
spectrum of the disturbed ionosphere and the relative angle of signal to magnetic field line
(Crane, 1974).

This paper takes an unconventional approach by attempting to avoid ionospheric scintillation al-
together by offering a choice of satellites at critical ground locations, The possibility of avoiding
scintillation by proper choice of satellites has been almost totally ignored in the past. Perhaps
this oversight has occurred because geosynchronous satellites have been so successFul that they were
the only class of satellites considered. As the geosynchronous orbital slots fill, however, we are
led to consider other satellites - and iideed to iee that they are not only necessary, but useful.

Aaron's early 1968-1970 ionospheric irregularity maps (figure I-1) are used as a first approacn
to avoid scintillation. These estimates gave clearly defined regions for an auroral ring and for an
asymmetric disturbed equatorial region on the nightside. Later estimates of intensity include the
sunspot index, but for the purpose of this paper, we omit the intensity fluctuations induced by sun-
spot and Kp variations and deal only with the locations of the disturbed regions. These valuable
Air Force Geophysical Laboratory maps have often been used in a 2-dimensional sense: ground stations
lying under a critical region have been assumed susceptible to scintillation, We alter this 2-dimen-
sional morphology to a 3-dimensional structure in an inertial coordinate system (figures 1-2 to I-4).

The nightside coordirates (figure 1-3) contain all the scintillation regions of interest here.
Notice the earth is rotating in this coordinate system, so the high latitude ring wobbles as ,iewed by
an observer on the (-x) axis, The coordinates of the disturbed region require geomagnetic colatitude
(but inertial longitude is used because the sun causes extinction). When the disturbed region is at
a nominal 300 kilometers altitude, it is seen that a variety of look angles from the ground station
may allow the ground station to escape the disturbed region. An analogou, situation occurs for a
pedestrian peering beneath the bottoi edge of an umbrella:, the pedestrian may prefer to look up, but
he t.ill look horizontally rather than have his vision totally obstructed.

To this 3-dimensional ionospheric map, a dynamic model of satellite orbits is superimposed. The
ground-satellite paths are continually calculated by the ground statiun and the ionospheric piercing
points found, All satellite paths can be checked, and any path traversing a disturbed region can be
given a low priorit).

II. ORBITS TO RELIEVE SCINTILLATION

Effcrts to relieve scintillation coule concentrate on three equally spaced geosynchronous satel-
lites, but their restriction to the equatorial plane offers little choice to the ground site. This
will be seen later when ray paths are examined statistically for the entire Northern Hemisphere.
Another class of satellites can also be useful for large area coverage: three inclined elliptic
12 hour (Molniya-type) satellites. These were shov, to offer elevation angle statistics comparable
to synchronous satellites (Christopher, 1980) for the Northern Hemisphere. Figure II-I shows the
different planes and time phasing required for convenient Molniya coverage. A combination of three

620

. ,



1~

II

22
ml!

%%
us

1WO o-z

WIW

2F

IL w

""

--
z

zz
00

4A 0
-CC

-FE

z

II I

2 U 0

U- 62-

•'lllI
°N | 1 •



Molniya and 2 synchronous satellites offers outstanding coverage and significant relief from the

prime scintillation regions, as will be shown later in the statistical results.

An important class of inclined, 24 hour satellites (Walker, 1970) can also give excellent eleva-
tion angle statistics and relief from the prime scintillation regions. Figure 11-2 shows a spatial
relation of the first two Walker satellites at T=O hrs. and figure 11-3 shows the subsatellite traces
over a 24 hour period. Walker pointed out that these five satellites are all that are required for
worldwide coverage (unlike earlier predictions which required more satellites).

A ground station with a choice of multiple satellites may wish to maximize expected link perfor-
mance. He may be hurt by choosing a path through a prime scintillation region, or he may be hurt by
choice of low elevation angle (above the local horizon). Low elevation angle can allow the ground
receiver to be more susceptible to adjacent terrestrial interference sources.

Specifically, received terrestrial interference power

P r p't G 5  G t X 12Pri= ti Grs Gt i , -4 R

where Pri= rc~eived interference power, watts.

lP = transmitted interference power, watt3

G rs= sidelobe gain of receive antenna

Gti = gain of interference source

A = wavelength, km

R.i = distance between interference source and receiver, km.

Ii = atmospheric loss between interference source and receiver.

The signal level received from the satellite is-- 1
Prs Pts Gr Gts i s p

and

P = received signal power, watts

P ts satellite transmitter power, watts

Gr = mainbeam gain of receive anteina

Gts mainbeam gain of transmit antenna

Rs distance between satellite transmitter and receiver, km.

Is atmospheric less on trans-atmospheric path

l= equivalent system loss caused by ray traversing a prime scintillation region. An index

of link performance can be found for the ground station by forming the ratio of interference-to-signal
(I/S).

The distance to the interference source and configuration of that source are beyond the control
of the ground receiver, and if he neglects Ii and is, the only variables which affect his choice are

I/S G rs 2
ro p s

The ratio of sidelobe envelope-to-mainbeam gain can be found to be proportional to cosecant3
(off boresight angle) for a uniformly illuminated receiver dish*. The smallest angle which the

*expansions for JI(U)/U in Abramowitz & Stegun, Handbook of Mathematical -unctionis, Dover, N.Y., 1964.
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interference source can present to the boresight is elevation angle E; the gain ratio will be set at
CSCI(E) for the subsequent discussion. Alsc

- = 10 10 (ray path traversing a disturbed region)

ip = 1 (ray patn outside a disturbed region)

where
LZ = zenith loss through the disturbed region, dB

E = elevation angle

The ground receiver would then choose a satellite (i) which would minionize the ratio

7 I r LZ . csc(E.)

(S) [csc (Ei) 1 0 1 Rs

where the subscripts relate to a particular satellite.
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This index of link performance ("objective function") allows the ground receiver t.1 choose, for
example,between a satellite at low-elevation angle which allows a ray path outside the prime disturbed
region and a satellite at high elevation angle whose ray traverses the prime region. He seeks to
minimize the objective function. At LZ = 20 dB (a very disturbed ionosphere), the ground observer
would be forced to choose a 10' elevation angle in the clear rather than a 300 elevation angle in the
prime region. Satellite constellations which normally would allow excellent elevation angle statis-
tics would then suffer a degradation in elevation angle statistics while improving system performance.

III. DETERMINISTIC RESULTS

A computer program has been developed to calculate ground station-satellite paths and to deter-
mine whether their piercing points lie in a disturbed region. The sample computer output shown in
tables II!-la, b give link dvailability for a ground station at 70° North latitude, 0° East longitude
communicating with three phased Molniya-type satellites during a 24 hour period. From left to right,
the columns are satellite number, time in hours, range in kilometers, elevation angle in degrees,
azimuth in degrees, scintillation indicator (SCIN), piercing point inertial longitude, piercing point
colatitude relative to the geomagnetic pole assumed to be 11° colatitude, 290° East longitude, sub-
satellite longitude, and subsatellite colatitude. SCIN = 0 if no scintillation occurs. SCIN = 1 if
scintillation occurs in the auroral region; SCIN = 2 if scintillation occurs in the equatorial region.
A negative elevation angle indicates that the satellite is not visible from the ground station in
which case the scintillation indicator has no meaning. It is seen that ground station communication
will be poor or impossible for hours 4, 5, 7 through 13, and 15 through 17 with satellite 2, and it
could be seen for hours 7 through 18, 20, and 21 with satellite 3. These hours of poor or nonexi'rtent
links do not completely overlap, indccating that the ground station may be able to avoid scintillation
during some hours of the night by choosing the appropriate satellite link.

Table IIl-Ia. Path Paraentars to Molniya 1 (ground station at 70ON, O°E)

SAT "IS R, ' . ANGLE AZI1UT SCIN F M THT SUSL SUBC
1.00 15618.984 291611 181.099 0.0 14 a01 22.777 359.152 63,942
S 2.00 24492.750 59.631 178.11: 0.0 20 112 20.420 1.097 44 071
3.00 31309.2 6 71.872 179.1" 0.0 45 034 19.851 0.372 35 090
4 00 35937.352 78.133 180.980 0.0 59 974 19.585 359.658 30.0806

1 5.00 38617.855 8 38 18.51 0. 74 970 19.458 35 6 13 ,.89.574 2 7. 4 1
O 6 0. 39495.909 82.378 179 999 0.0 90 000 19.425 0.000 23 565

I 7 00 3a617.266 81.362 178 467 1.0 105.030 19.469 0.430 27 416
08 0 35936 531 78.133 179.010 1.0 120 027 19 695 0.346 30 087

1 9 CO 31307.832 71.870 180.814 1.0 134 966 19.838 359.632 35 092
1 10 00 24490 883 59.827 181.86. 1.0 149.868 20.370 358.907 44.074

i1 00 15616 7 9 29.598 178 895 1.0 165 200 22.855 0.854 63.951
12 00 13122 332 -72.463 124.293 0.0 268 105 162 037 90.125 I13 435
13 00 19930.703 -12.465 0.761 0.0 13 211 20.407 179.157 63.934
14 00 27979.926 14.119 359.149 0.0 209 426 13.044 181.101 44 068

I 15 00 34173 609 26.110 359 737 1.0 224 915 15.287 180.376 35 089
16 00 38417.411 32.607 0 221 1.0 240 053 16.070 179.662 30 085

1 17 00 40865 793 35.99' 0 264 1.0 255.055 16 393 179.578 27 415
I 18 00 41695.375 37 064 360 000 1.0 270 000 16.477 1a0.000 26.565

19 00 406a4 54 3 35 996 359.729 0 0 284 943 16.373 180.434 27 416
a 20.00 3a415.094 32 604 359 771 0 0 29T.945 16.060 180.350 30 08

21 00 34169.699 26 161 0 256 0.0 315 083 15.316 179.635 35.094
32.00 27974.375 14.106 0 842 0.0 330 568 13.228 178.911 44 077
I23 00 1994.166 -12.496 359.224 1.0 162 8 20.008 180.859 63.959

I24.00 13118.328 -72.398 235.431 0.0 272 327 141.645 270.307 153 435

able 1lll.b. Path Parameters to MoInlyn 2

SAT HAS R, EM ANG. AZIU.T SIN. FH THT SUBL 9U80
2 1.00 31307."32 71.870 180 8140.0 1,.966 19.838 359 632 35 092

2 200 24490 8193 !9.82 181.864 0.0 79.668 30.370 358.907 44.074
2 3 00 15616 719 29.598 178.895 0.0 45 20 22.855 0.854 63 951
2 4.00 13122.332 -72.463 124 293 0.0 148 106 '62.037 90.125 153.435
2 5.00 i9930 703 -12 465 0 761 1 0 253.211 20. '07 179.157 63 934
2 5 O0 ý7979 .92 14 1!9 359 149 0.0 89.426 13.044 181 101 44 068
2 7 00 34173.629 26 118 359 737 1.0 104.915 15.287 109.376 35 089
2 8 V0 30417 441 32 607 0.221 1.0 120.053 16.070 179.162 30 085
2 9.00 40885 7Q3 35.997 0.264 1.0 135.055 16.393 179.578 27 415
2 10 00 41695 375 37 064 360.000 1.0 ISO 000 16.477 180.000 76 565
2 11.00 40884 543 35.996 359.729 1.0 164.944 16.373 180.434 27.416

12 00 36415.034 32.604 359.771 1.0 179.945 16.050 160.349 30.052
2 13 00 34169.6'9 26.111 0.356 1.0 195 083 15.316 179.635 35.094
2 14 00 27974.375 14.106 0 842 0.0 210.568 13.227 178.911 44.077I 15.00 19924.168 -12.495 359.224 0.0 46 819 20.008 180.859 63.95)
2 16 00 13118 328 -72.398 235.431 0 0 152 327 141.645 270.307 153 435
2 17.00 15623.633 29.639 181.065 1.0 254.804 22.774 359.162 63 925
2 18.00 24496.833 59.840 178.116 0.0 27C.133 20.419 1.104 44 065
2 19.00 31313 371 71.876 179.162 0.0 285 034 19.851 0.379 35 087

20.00 35939.270 78.136 180.957 0.0 299.974 19.585 359.666 30 084
2 21.00 38610.738 81.364 "91 490 0.0 314.971 19.458 359.583 2 414
2 22 00 39495.969 82.378 179 999 0.0 330 GOO 19.425 0.000 26 b65

2 23.00 385616.393 81.361 178.440 0.0 345 031 1:.465 0.437 27.4183i 24.00 35934.609 78.130 178.888 0.C 0.027 18.585 0.353 30.088

The possibility of avoiding scintillation through the correct choice of satellites is demonstrat-
ed in figure Ill-1 for a ground station at 70' North, 0' East. The index of link performance des-
"cribed in Section II is plotted against time for two synchronous equatorial satellites, SI and S2,
with right ascensions at 0' and 60', respectively, and three phased Molniya satellites, Mi, M2, and M3.

624
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Objective function values in excess of 15 Bels are represented by lines going off the top of the
graph, indicating that either the satellite is below the horizon or that scintillation cccurs at thattime. Although no scintillation occurs with satellite S2 during the entire 24 hour period, better
link performance is achieved with satellite Ml during hours 2 through 6 due to its higher elevation
angle. Satellite S2 becomes useful during hours 6 through 13 and 15 through 17 when scintillation in
the auroral region is occurring for the other satellites. For hours 1, 14, and 18 through 24, satel-
lite M2 provides the best link, again die to a higher elevation angle. Note that oojective function
values remain fairly constant for Ml au'ing hours 1 through 6 and for M2 during hours 18 through 24
because the increase in elevation ang~es compensates for the increase in range.

Figure 111-2 shows the same satellitp constellation with the ground receiver now at 00 East. A
comparison of this with the preceding figure reveals that the Molniya satellites are less useful for
a g,'ound station on the equator than for a more northerly site, This is because the Molniya satel-
lites spend less time above the horizon and have greater ranges and lower elevation angles with re-

* •spect to the equatorial site.

Link performances for five Walker satellite orbits and a ground station at 70° North, and 00
East is displayed in figure 111-3. Satellite Wl is seen to be rising during hours 1 through 6, pro-
viding a good link until scintillation occurs at hour 7. Scintillation ceases at hour 12, but by
then W! has Degun to descend below the horizon. Satellite W5 is visible between hours 8 and 15 and
provides a link for most of the time that scintillation is occurring for Wl. Scintillation ceases
for satellite W4 and W3 at hours 17 and 18, respectively, but W3 shows better performance since W4 is
beginning to drop rapidly.

Figure 111-4 shows that only three of the Walker satellites are ever visible to thc ground
station at 0' North, 00 East. Satellite Wl is always viible with a high elevation angle and fails
to provide communications only during the hours when scintillation occurs.

"IV. STATISTICAL RESULTS

The measure of link performance changes continuously in a moving satellite system at a fixed
ground site, as shown in Section III. A choice of "best" satellite should occur at every inst&nt.
Local statistics of link perfnrmance can be found by examining preferred links over a 24 hour period.
However, satellite systems are usually intended to give large area coverage, and more useful statis-
tics can be generated by examining every site (Christopher, 1980) in the Northern Hemisphere. This
can be done systematically by choosing a site near the geophysical North Pole, choosing a best satel-
lite at a given instant, then continuing calculations until 24 hours' performance statistics are
gathered. A new site is then chosen and calculations continue until the grand ensemble of perfor-
mance statistics fo the entire Northern Hemisphere is generated. This can be a useful v;iy to compare
the relative performance of different satellite constellations.

Table IV-l snows some statistical performance results for exhaustive searches in the Northern
Hemisphere. Scintillation regions of prime concern are interposed on the satellite-ground path:. the
high latitude region lies between 15' - 300 geomagnetic colatitude and 900 - 2700 nertial longitude
(nightside). The equatorial region is centered on 1650 inertial longitude and extends ±100 latitude.
The computer is encouraged to choose ray paths outside these regions by setting zenith path loss
LZ=20 dB in the prime disturbed region. The disturbed regii, ,s at a 300 km altitude. At aogiven
instant, a path through the prime Y ion is chosen only if the elevation angle is high enough (e.g.,
F30° for the five satellite systems) to offer better link performance than other possibilities.
The first two rows show disappointing performance for three synchronous satellites; the columns show
average elevatior Engle E, probability P (PRIME) of a chosen ray path lying within a disturbed region,
average link performance of chosen links, probability (P<30) that elevation angle was less than 30°,
followed by P<20, P<10 : P<O, and comments. P (PRIME) was less than 3% versus approximately 7.5% if
an effort had not been made to avoid the prime regions. The best elevation angle failed to risd to
01 for 1.5% of the total samples. The second row represents 3 phased Molniya and also shows
disappointing performance. Synchronous and Molniya satellites cover each others weaknesses, however,
and 3 phased Molniya and 2 antipodal synchronous offer the promising performance of row three. P
(PRIME) becomes 2.32% of (7.9% with no selection) and probability of elevation angle P<20 is 1.7%.
The performance index 9.5 is the best of the table, better even than the 5 Walker satellites on the
final row. The 5 Walker satellites have been seriously studied during the past decade as the best
worldwide coverage system, but they are seen to be outperformed by the Molniya/synchronous combination
in the Northern Hemisphere. Molniya/synchronous satellites can also be shown to be preferred in the
absence of ionospheric disturbances.

"The advantages of multiple satellites are more notable against the smaller, more severe regions.
The high latitude severe region is approximated by colatitudes 17.50 - 27.5*. Table IV-2 shows the
five satellite constellations reduce P (PRIME) to less tha, 1% (vs. 4% with no selection). It is
possible to reduce this to negligible levels with the eight satellite system consisting of three
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Table IV-1

LARG: SCINTILLATION REGIONS, LZ-?OlB, SEARCHES AT 3 HOUR INTERVALS OVEk 24 HOURS

Constellation ED P(PRIME) LUG1O(I/S) P130
0  

P2•0
0  P<10

0  
P<09 Co;.xient

3 synchronous 36.28o 0.0289 10.3289 0.4183 0.2092 0.067 0.015 200 x 200 search
P(PRIME)-0.075
if no selection

3 Molniya 39.34 0.042 10.16 0.3323 0.1710 0.082 0 P(PRIME)-0.075 if
no selection

3 MIlniya 50.07 0.02D4 9.500 0.1035 0.01718 0.00082 0 Right ascens on for
+ 2synchronous M1".0355 Rad

P(PRIME)-.0379 If no
selection

5 Walker 47 4 0.02934 9.7595 0.18098 0.03847 0.0081 0

Right ascension For
WI=O Rad.
P(PRIME)-.0645 if no
selection

TABLE IV-2

SATELLITE PEF4FOJANCE FCR LARGE SCINTILLATION REGIONS, LZ-20dB, SEARCHES AT 3 HOUR INTERVALS OVER 24 HOURS

Constellation Y P(PRIME) 1- 0(0757 F<30 P20 plO PoP' Cnmment

3 syncironout 36.540 0.00964 10.1933 0.3759 0.1985 0.0871 0.013 200 x 200 searc.

3 KIoniya 39.50E° 0.0177 9 9326 0.329. 0.16702 0.07717 0

3 Molniya 50.760 0.00911 9.4439 C.06217 J 009011 0 0 Right ascensior. of
+ 2syn.)rvous MIl0 Rad.

Y GRIME,-n.0432
if no selection

5 Walker 47.520 0.00743 9.6834 0.1794 0.0343 0.00251 0 Right Ascension of

W110 Plad.P(PRIME)=O.0385-- • if no ,election

3 'odified 55.A70 0 9.2540 0.0811 0.00984 0.00241 Right Asnenslionjor

Molniya + MI=l.892 Rad; MI' is
3 Molniya + modified MIoniya
2 Synchronous with argument of

perpee chagged from
-90 to -45

modified Molniya, three Molniya, and two synch cnous satellites. The modified Molniya have argument
of perigee changed from -90° to -45o and the time of Perigee has been advanced two hours relative to
Molniya satellites.

CONCLUSIONS

Early Air Force Geophysical Laboratory maps of worldwide scintillation morphology have been
changed to a three-dimensional structure and interposed on ground-satellite paths. LinK performaice
has been estimated as a function of ionospht.-ic piercing point (and its relation to the prime dis-
turbed region), elevation angle and range. When multiple satellites were available, the satellitewhich offered best link perform•ice was chosen. Link performance statistics were generated for the
entire Northern Hemisphere. Two 5 satellite systemS gave nromising performance in the Northern
Hemisphere:. three phased Molniya plus two synchronous satellites reduced the probability of a ray
path entering the disturbed regions by over two-thirds and five Walker satellites did almnost ds well.
Overall link performance was better on the foryrer system.

Multiple satellite systems were e.en more capable of reducing the probability of ray paths
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entering the small, intense regions. The probability was typically reduced from 4% to less than 1%.
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INFLUENCE OF SOLAR SECTOR BOUNDARIES

ON IONOSPHERIC VARIABILITY
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ABSTRACT

A latitudinal network of total electron content (TEC) observations has been used to assess the
contributions to day-to-day F-tegion variability associated with a wide variety of solar-terrestrial
phenomena. Recent discussions of a proposed "solar-weather coupling" effect related to solar wind
sector boundary (SB) crossings prompted a systematic search to document any upper atmospheric compo-
nents of such a linkage. TEC data from several North American sites close to the 70°W meridian
(Nars-arssuaq, Greenland (L = 5), Goose Bay, Labrador (L 4), Sagamore Hill, Massachusetts (L = 3),
and the Kennedy Space Center, Florida (L = 2)) were examined during the years 1973 to 1975. Average
daytime (0900-1700 LT) TEC values were ccmpared with a 27-day mean centered on the day of an SB-

crossing. The resultant percentage deviations were examined for sector polarity (+ tc - versus - to

+) effects and for overall latitudinal patterns during a period of ±5 days from the SB-crossings.
Average results for the entire data set show peak excursions well within the ±20-25% deviations
associated with day-to-day variability. Ther ._s, however, a remarkable consistency in the coherence
of the small amplitude latitudinal patterns. At middle to high latitudes (L = 3-5), the TEC varia-
tions show =n ordered transition from enhancements to depleticns during the days spanning an SB-
crossing. At lower latitudes (L = 2), the opposite pattern of depletions to enhincements occurs, An
identical analyss for geomagnetic activity variations (using the planetary index Ap) reveals the
well-known pattern cf a transition from relatively quiet to relatively disturbed activity as a sector
is crossed. A merging of these two results suggests that the manifestation in the F-region of SB-
cru. sings is nothing more than a small-scale version of the average "geomagnetic/ionospheric storm
effect" tlat is well-documented over the L = 2-5 range.

I. INTRODUCTION

In recent years, the study of solar-terrestrial relations has been extended to include the pos-
sibility of a so-called "sular-weqther" effect (see McCormac and Seliga, 1979 for a recent survey of
the field). A key element often me.itioned in such discussions deals with the role of solar magnetic
sector structure as an ordering parameter for meteorological phenomena (Wilcox et al., 1:74, Wilcox
et al., 1977, Peiter, 1977, Wilcox, ]979). The main difficulties encountered in these analyses cen-
ter on questiorable repetition rates during different solar epochs and, perhaps more fundamental,
that no a-ceptable theory exists for a solar wind - magnetosphere - ionosphere - troposphere coupling
mechanism.

in quite a different area of study, attempts to understand the day-to-day variability of the
ionosphere have increasingly turned away from the relatively well-known sources of ionospheric per-
turbaticns (e.g., geomagnetic s'otms (Mendillo 1971, 1973; Mendillo and Klobuchar, 1979)) to more
subtle mechanisms (such as lunar tidal effeLts (Bernhardt, 1978)). Attempts to model and/or to predict
sources of ionospheric variability cintinue to receive wide attention in the ionospheric community
(D'nnel!:', '979). In a practical sense, few useful results have emerged from these efforts, and thus
questions persist as to whether the ±20-25% variability usually associated with ionospheric (F-
region) electron densities represents an inherent "noise" of the upper atmosphere, or merely a state-
ment of our ignorance of the relevant aeronomic processes.

I'n this study, we review the feu attempts made to isolate the influence of solar sectors on
upper atmospheric fluctuations, and then summarize the results of a new study that uses a multi-site
observing network to search for such an influence. The question of a possible sclar magnetic sector
structure effect on ionospheric variability is, of course, an intriguing question in its own right;
in addition, any evidence for an energy transfer mechanism from the solar wind to the upper atmo-
sphere could provide clues for a possible fuither linkage to the troposphere.
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II. PREVIOUS ANALYSES OF SECTOR CROSSING EFFECTS ON THE F-REGION

The standard method for analyzing solar se, tor boundary (SB) crossing effects is to use a super-
imposed epoch analysis for the variations of a parameter from some appropriately chosen control curve.
Lyon and Bhatnagar (1979) examined SB effects on the maximunm diurnal value of total electron content
(TEC) ard critical frequency of the F-region (foF2) from North American mid-latitude sites during
the years 1968-1972. Zevakina and Lavrova (1980) used hourly foF2 data during selected local time
intervals from several stations in both hemispheres and from various time periods during the years
1958 tj 196C. It is unfortunate that in searching for such an effect, two independent investigators
should choose to use such different data bases. It is difficult, therefore, to compare their results
in a quantitative way, but nevertheless some common trends do exist:

1) For comparable mLd-latitude ionosonde sites in the northern hemisphere, Uallops Island/Cttawa
versus Moscow/Murnansk, there is a tendency for daytime foF2 values to decrease as the Earth
passes from a solar sector of outward (+) to inward (-) directed magnetic fields.

2) For the - to + SB crossings, Zevakina and Lavrova report the same effect while Lyorn and Bhatna-
gar find the reverse trend (foF2 increases); Lyon and Bhatnagar reported further that the -
to + crossings accompanied by ionospheric enhancements were even more pronounced for TEC data,
and particularly so during Winter months.

Zevakina and Lavrova described a variety of other correlations they found between foF2 behavior
and solar wind configurations. These may be divided into a few broad categories:•

"1) When the Earth is within a given sector, AfoF2 fluctuations tend to be ordered by the radial
polarity of the sector: ýfoF2 is positive during radially outward (+) sectors and negative
during radially inward (-) sectors.

2) foF2 exhibits the greatest variability on the day when the Earth passes from one sector to
another.

3) For North/South differences in the IMF, the resultant AfoF2 patterns are similar to the +/-

IMF sector effects, that is, 6foY2 tends to be positive during periods of northward IMF and
negative during periods of southward IMF.

4) Seasonal and local time analyses show that the influence of the TMF geometry is most pronounced
near 12:00 LT and ordered in severity from Equinox (high) to Wirter (medium) to Summer (low).

5) The IMF N/S correlations with AfoF2 tended to be stronger than the IhF +/- correlations, and
finally,

6) The + to - or N to S changes in the IMF produced F-region variations that were similar, but of
lower intensities, to the types of perturbations found during large ionospheric storms.

The high degree of specificity found in the Zevakina and Lavrova study prompted us to re-examine
the issue using a latitudinal network of TEC observations that had been sL ':cted previously .o an
exhaustive study of storm-time and quiet-time variations (Mendillo and Klobvchar, 1979). The contin-
uity and reliability of ionospheric TEC data obtained using the satellite radio beacon (Faraday
rotation) technique have been demonstrated in many studies (e.g., Mendillo and Klobuchar, 1975), and
thus tha search for a possible subtle influence of IMF geometry on the ionosphere is well within the
capabilities of TEC-based investigations.

III. THE PRESENT STUDY

Routine measurements of the ionocpheric total electron content (TEC) are carried out by the 4ir
Force Geophysics Laboratory using a network of observatories close to the 70

0
W meridian. Data taken

from Narssarssuaq (Greenland), Goose Bay (Labrador), Sagamore Hill (Massachusetts) and the Kennedy
Space Cent-r (Florida) refer to ionospheric points located at geomagnetic L-shell values of 5, 4, 3
and 2, respectively. For the period 1973-1975, a total of 114 station-months of TEC data were avail-
able foi analysis from these stations, and 84 solar sector boun,.ary crossing dates were reported
(Svalgaard, 1976). For each of the SB events, a TEC control value was established by computing the
mean of hourly fEC values o-er a selected local time range, using data from ±13 days from the date of
the SB-crossing. The differences between the daily values (average over the same LT window) and the
2--day mean were then averaged in uuperimposed epoch fashion over the period ±5 days from the SB
crossing date.

Figure ' presents the results of such an analysis upon the Goose Bay (L = 4) data base, where
six local time windows are defined and the SB's were aot separated by +I- or -/-r changes. During
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the daytime periods (08-12, 12-16, 16-20 LT) there is a trend for the SB to mark týe transition from
relatively enhanced to relatively depleted TEC vajues. While the effect tends to be proportionally
"greate-t during the late afternoon/early evening hours, the overall daytime pattern is a relatively
consistent one. At night, the pre-midnight (20-23 LT) and post-midnight (00-04 LT) patterns show
a change of phase associated with the SB data.

At the low latitude (L = 2) KSC site (shown in Figure 2), the opposite pattern occurs, i.e.,
the SB crossing is associatcd with a transition from low to high TEC values during all local time
periods. On the basis of similar analyses for the other stations, it was decided to combine the
daytime periods into a single daily value averaged over the 07-19 LT period. The analysis of purely
dpytime effects seemed an appropriate avenue to follow since mechanisms associated with daytime phe-
nomena are fairly well understood. Moreover, small variations in low nighttime TEC values, while
ccnparable to daytime perturbations on a percentage basis, represent very small effects in the actual
tvtal plasma contents.

Average results for the daytime (07-19LT) variations seen over the L = 5-2 range, using all SB
types, are given in Figure 3. The AZEC (%) curves contained in the lower four panels exhibit a well-
defined latitudinal pattern: from middle to high latitudes (L = 3, 4 and 5), the SB's mark a transi-
tion from enhanced to depleted TEC values, while at lower latitudes (L = 2), the opposite pattern

'curs. The amplitude of the variations decreases over the in-phase domain (L = 5 to 3), but returns
to the L = 5 value (-5%) at L = 2. The key to the understanding of this overall morphology is con-
Lained in the top panel of Figure 3. A superimposed epoch analysis for the daily planetary index
for geomagnetic activity (Ap) reveals that a sector boundary generally signals the transition from
periods of relative geomagnetic quiet (so-called O-days) to days that are more disturbed (D-day-s).
This is a well-known effect that was described by Wilcox et al. (1974). Gross ionospheric behavior

during geomagnetic disturbances is also well understood, especially along the L = 2-5 region near the
70OW meridian (Mendillo snd Klobuchaý, 1975, 1979). These characteristic F-region disturbance fea-
tures may be summarized as follows:

a) During geomagnetic storms (typified by a SSC followed by one or more days with Ap k 30), ýTEC
is positive over the L 3-5 range during tile first daytime period and negative on the subse-
quent few days. At L = 2 'and below), the TEC is generally enhanced for several days following
an SSC.

b) During periods of geomagnetic quiet, the F-region exhibits a behavior thet - opposite from the
dominant or main phase behavior seen during disturbed periods. Thus, at I •, 4, 5 where the
dominant D-day behavior is one of F-region depletions, the quiet time behavior is one or rela-
tive enhancements. At lower latitudes, the opposite case of euhancemnents on D-days and deple-
tions on Q-days occurs. While seasonal effects may modify the sign and LT dependence of the
perturbations, the Q vs, D dichotomy is always preserved with respect to monthly mean condi-
tions.

The general conclusion drawn from these studies was that geomagnetic activity is the single best
parameter for ordering the day-to-day variability of the ionosphere. (Menci;o !t at., 1979)

Within the context just discussed, the "sector boundary/ionospheric variability effect" de-

scribed in Figure 3 is simply a restatement of the geomagnetic activity effect. The AAp results in
Figure 3 show that, on the average, th' inal day the Earth spends within a sector (Day -1) is
generally the one of lowest geomagna- .-. -,ity. The ionosphere at L = 5, 4 and 3 is conseqt intly
enhanced with respect to average con-. - :., while at L = 2 the ionosphere is depleted. The transi-
tion to disturbances on Day 0 prcb.,bly includes a positive place due to an ionospheric storm, and
thus the enhancements at L = 5, 4 a:ro 3 are maintained for another day. Eventually, the negative
phase (associated with disturbances of the neutral atmosphere) occurs or toe subsequent days (wiLh
Day +3 showing the maximum effect). At L - 2. where the disturbed behavior is one of prolonged
enhancements, the SB day marks a transition from Q-type depletions to D-type enhancements.

The analysis carried out to obtain Figure 3 was repeated after dividing the total data set into
cases where the solar sector boundaries marked a transition from outward to inward directed fields
(called + to - SB';" and che reverse case (- to + SB's). These results are gizen in Figure 4. The
AAp results show tnat there are no essential diffei-nces between the geomagnetic activity transitions
that occur as the Earth passes from either + to - or - to + sectors. The ionospheric patterns are
also similar. The + to - cases tend to be more pronounced, but not at all of the stations. At some
sites, it might appear that the two cases are out of phase on the days leading up to an SB, or that
a one day lag exists between the two cases once the SB is crossed. Given the fact that the analysis
used daily mean values, it would, however, seem inappropriate to infer 24-hour periodicities in the
derived patterns.

633

*.1.



i 1 SEPARRAATED SECTOR POLARITIES

AVERAGE

.1-5 .4/•

S-5-I-S-2-1 0 1 2 " o 1 5
DAY FROM SECTOR

SEPARATED SECTOR POLARITIES 10P

to0 -- 4 AVERAGE
jAVEHAGE LulLLt

i 0 - •-.1 U 0 A .•\//-.

t- 4 .- -5caD.9 -' &

-5-0-3-2-1 0 1 2 3 4i 5-5-•-S3-2-1 0 l 2 5 t• DAYR F'ROI SECTOR

I DRA FROM SECTOR

SEA•rATED SECTOR POLARITIES SE.3PARATED SECTOR POLARITIES

AVERAGE AVVERAGE

5

0 .0

k 4 f4 I-.,

-5-4--2-1 0 1 2 - • 45S
)AR FROM SECTOR BAT• FROm SECTOR

FIGURE 2. Same as Figure 3, with the data set separated by SB polarities.

* 634



1COMBINEDSECTOR POLARITIES

.to.

AVERAGE

-5

- --4 -3 -2 -1 0 1 2 3 4 5
DAY FROMI SECTOR

toCNB1NED SECTOR POLPRflITIES COMBINED SECTOR POLARITIES
AVERRGE AVERAGELa Lati

5 UD

4 4

S-s 
-5

-I104
-11-3-2,1 0 1 2 3 4 5 -5-41-S-2-1 0 1 2 3 I 5

DRY FROM SECTOR DRY FROM SECTOR

toCOMBINED SECTOR POLARITIES 1 CONBINED SECTOR POLARITIES
AVERAGE o-AVERAGE

" 
63

I-I

4-3-2j-1 0 1 2 3 '1 5 -S"S2i01 2 3 '1 5
DAY FROM SECTOR DAY FROM SECTOR

y ~FIGURE 3. Average results for daytime (07-19 LT) TEC/SB etfects over the L = 2 to 5 raigge,
together with simultaneous variations in the geomagnetic index Ap.

635



COMBIINED SECTS P&RAITIES CSNBINED SECTOR POLARITIES
20 ______ _____ 20. ____ ____

v I[ L-'2 LT0-" Lt,0 LT01-8

10, 10.
4 4

-to -1o

-20 -20 .
-5--3--10 1 2 3 41 5 -5 -4-3 -2-4 0 1 2 3 '1 5

DRYt FRhM SECTOR DRY FRON SEC16H

CONBItED SECTOR POLARITIES CMBINEM SECTOR POLARITIES
120 L2 LTMO-12 20. L-2 LTM12-16

B 10,- 10,

t to

F4

-0 -10

-20 . . . .. 2 . . .

-5-z-3-2-10 123q5 -5~&-S--2-1 0 1 2 3'4 5
DAT FROM SECTOR DAT FROM SECTOR

c~mBINED SECTSR POLRRITIE3 2ONBINED SECTOR POLARITIES
20. ____ ____ 20 _____

L-2 LT 16420 L-2 MLT20-29

4 -o--o..10

-20 -20

a-5-S---1 0 2 3 4 5 -5-4-s-2-1 012345
oAT FRO• SECTOR aT FR@" S1E!LM

FIGURE 4. Same as Figure 1, using TEC data from the Kennedy Space Center (L&2).

636



IV. CONCLUSIONS

An analysis of solar sector boundary (SB) related perturbations or the ionosphere showed that
as the Earth passes from one sector to another, the ionospheric total electron content (TEC) at mid-
dle to high latitudes (L - 3-5) generally undergoea a change from relatively enhanced to relatively
depleted TEC values. The opposite trend occurs at low latitudes (L = 2). The variations are small
in comparison to normal characterizations of F-region variability (±20-25%) and are associated wich
the increased geomagnetic activity as the Earth enters into a new sector. The exact nature of the
polarity switch at the SB does not play a major role in determining the subsequent ionospheric re-
sponse. The SB effect or the ionosphere is therefore presented as a scaled-down version of normal
ionospheric storm effects,
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WAVES IN SPACE PLASMAS PROGRAM

R. W. Fredricks and W. W. 1. Taylor
Space Sciences Department
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Anew era in space research will begin in the early 1980's, made possible by 'he use of the

Shuttle/Spacelab svstem which will allow instrumentation to be lifted into orbit at a relatively low
cost to actively probe the medium remotely and in situ. This instrumentation can be lsrge and heavy,
can consume relatively large amounts of power, andTca be reflown as many times as required to per-
form the experimentation. WISP is an excellent exprnple of this type of instrumentation wnich can be
used to perturb the plasma with radio waves to solve some of the outstanding problems in ionospheric,
atmospheric, magnetospheric and plasma physics. The initial payin~ad including WISP is tentatively
planned for 1986. The transmitters Included will cover the frequency range from about 300 Hz to 30
MHz at power levels up to one kilowatt. Receivers will be flown simultaneously on Spacelab and on a
recoverable subsatellite (RPDP). An electric dipole antenna of selectable length up to 300 m tip-
to-tip is proposed. Ground receivers will also be utilized when feasible. The availability of a
payload specialist and 'he WISP minicomputer to quickly reduce data wil, provide fast response and
human interaction, which is eApected to increase the scientific uutput of the WISP investigation.
The WISP equipment will o~e augmented from f!*,ght to flight in an evolutionary way, relying heavily on
WISP measurements, theoretical analyses and modeling. WISP is also expected to be used on large,
free flying facility-class satellites such as the Solar Terrestrial Observatory and the Science and
Applications Space Platform when they are available :n the late 1980's.

The WISP investigation is a joint international efiort, involving instrumentation to be designed
and fabricated by funding flow both NASA and the National lkesearch Council of Canada (NRCC). Scien-
tists from both the U.S. and Canada will participate in all phases of the data analysis, intarpreta-
tion and reporting of results to the scientific coemmunity. The NRCC will be responsible to produce
the HF transmitter (0.3-30 MHz), HF receivers on the Spacelab and the f.-ee-flying subsatellite; NASA
will support the production of the VLF transmitter (0.3-300 kHz), receivers, plasma diagnostics,
monitoring and control electronics, antenna subs,,'stem, and overall integration of the instrumentation
into the Shuttle/Spacelab. NASA will support the pre- and post-laLnch science and data analysis done
by U.S. scientists, while NRCL will support the Canadian participants in WISP inl the same areas The
overall effort is directed by the U.S. Principal Investigator (R. W, Fredr~cks), while tne Canadian
effort is directed by the Canadian Principal Investigator (H. G. James).

Among the ionospheric and plasma phenomena to be investigated using WISP instrumentation are
VLF wave-particle interactions; ELF/VLF propagation; traveling ionospheric disturbances and gravity
wave coupling; equatorial plasma bubble phenomena;, plasma wave physics such as mode-coupling, dis-
persion, instabilities (linear and nonlinear); plasma physics of the antenna-plasma interactions. A
brief description of the use of '.-ISP instrumentation to gain irsights inito these important questions
will be givc, subsequently.

V'F WAVE-PARTICLE INTERACTIONS

A p, incipal goal of '.oe proposed VIStý investigation is to study the coupling and energy trans-
fer processes between regions in the msc~ietosphere-ionosphere-atmosphere system (bee the reviews by
Fredricks, 1975a,b). An important mecnanism which transfers energy 'roar the outer magnetosphere to
the ionoEs'ere i s the interaction between VLF waves, both natural and man-made, and the energetic
radiation belt particles. Both incoherent [Kennel and Petschek, 1966; Wlilliams and Lycns, 197ha ,b
Taylor and Lyons, 1976] and coherent whistler mode ;_.ave~s ERosenberg et al,, 1971-eTT-iweii and
Katsufrakis, 1974] play important roles in this interaction. While m.uchhas been learned about
these effects through passive and active investigations, some important questions remain to be an-
swered, e.g.. (I), what are the characteristics of the waves that interact with cnergetic particles?
(2) what is the dominant wave growth jrechenism in such interactions? (3) what are the particle
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distribution functions before and after the interaction? (4) can particle precipitation Into the
ionosphere be controlled by VLF wave transmisri'ins? WISP should help provide answers to these ques-
t ions.

Nonlinear Wave Growth and Triggering by Coherent Waves

A discrete, narrowband, variable frequency emission which typically lasts about one second
[Helliwell, 1965] is the principal evidence for the existence of a strong nonlinea- interaction be-
tween coherent VLF waves and energetic particles in the magnetosphere. During these emission-trig-
gering interactions, significant amplification of the triogering v ,,.- tkes place and large pitch-
argle changes can be Induced in the resonant electron pop_,a, •.. Some quantitative measureme;ts of
these wave-qrowth effects are being made from Siple Station, Antarctica [Helliwell and Katsufrakis,
1974]. Results indicate that a radiated power of a few watts is sufficient to initiate nonle'
wave grcwth at rates up to about 100 db/sec to amplitudes .3f about 30 db above the input wave.

Altlough the active VLF wave injection experiments proposed for the WISP investigation are an
outgrowth of the Siple program, these WISP experiments cannot be carried out from the ground. In
fact, the WISP ýnstrurrentatici! provides critical capabilities that ground sources cannot supply.
First is the ability of the WISP equipment to perturb the plasma into nonlinearities. Second is the
ability of the WISP equipment to excite a full range of wave normal directions in the plasma so that
all wave modes can be studied. From the ground, the high refractive index of the lower ionosphere
limits the initial wave normals in the ionosphere to essentially the vertical direction. Third is
the moveable source feature.

Particle precipitation. WISP ,ill be able to otudy longitudinal and latitudinal variations in
wave growth, emission activity, and induced particle precipitation, It has been shown experimentally

4 t1'at naturally-occurring coherent VLF waves can precipitate energetic electrons into the ionosphere,
where they produce marked increases in ionization, X-rays and light emissions [Rosenberg et al.,
1971; Helliwell et al , 1973; Doolittle et al., 1978]. iFurthermore it has been shown theoretically
that energy fluxes as high as O1 ergs-c-2-Ter-l (= 40 watts-cm-2) can be precipitated by moder-
ateiy intense, coherent VLF waves (ru 10 milligammas), and that these particles c:eate perturbations
in the nighttime ionosphere [Inan et a,, 1978).

A remarkable feature of wave-induced particle precipitation is the enormous leverage exerted by
, the exciting wa,,es on the precipitating particles, For example, under typical conditions the short-

term precipitated energy flux induced by waves is estimated to be about 50 db larger than the energy
flux in those waves [Inan, 1977], The corresponding leverage for a Spacelab VLF transmitter should
be equally large. Thus, VLF wave energy may act as a valve that regulates the flow of trapped radi,
ation into the ionosphere.

One of the goals of the WISP investigation is to verify that particle precipitation into the
ionosphere can be controlled by man-made VLF transmissions. A number of applications may be possible:-
01) study of the physics of the auroral atmosphere and lower ionosphere by controlling recombination

processes; (2) production of ionospheric conductivity perturbations and subsequent generetion of
waves with frequencies below about I Hz; (3) control of the density in the D-region of rhe ionospheric
waveguide, causing phase and amplitude scintillation of VLF waves in the waveguide; and (4) reduction
of energetic electrons from the radiation belts using space-borne transmitters, reducing the radia-
tion hazard for systems in the belts,

To determine whether such control can be established, the WISP equipment will inject VLF ýAves
into the magnetosphere and wiil measure the resulting electron precipitation at low altitudes direc.ly
with a quadrispherical electron detector on the RPDP and indirectly with the low light level TV on
Spacelab.

A variety of ground-based measurements will be req'iired to sipport the 1lSF itvestigation. The

ground-based VIF instru ots exist ano are expected to he operated routinely duri-g the 1980's by
Stanford University. The two primary stations are the conjugate pair of Roberval, Canada and Siple,
Antarctica. These two stations, which are at L = 4 and have ongoing programs of coordinated geophysi-
cal measurements that involve about a dozen U.S. i, vestigators, are expected to be equipped with VLF
antennas, receivers, direction finders, photometers, riometers, digital HF sounders, magnetometers
and low light level TV systems. Data trom these instrumerts will be available for the WISP investi-
gations.

Augmenting RPDP measurements at lcw aititudes would be satellite measurements of waves and par-
ticle distribution functions cn orbits that follow along lines of B in the interaction regions (e.g.,
the DE-A satellite if similtanecus, coordinated m~easurements can be arranged and made).
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VLF/LF WAVE PROPAGATION

In order to understand the physics of the i.iteractions between VLF/LF waves and energetic par-
ticles In the magnetosphere, it Is necessary first to understand the propagation paths for ehei;
waves. It is anticipated that a substantial portion of the VLF electromagnetic energy radiated from
the Shuttle will enter the whistler mode, and will propagate elthe7 in a ducted or nouducted manner,
Ducted signals follow geomagnetic field-al igned density enhancements or depletions and may emerge
from the ionosphere and be observed at ground stations (Helliwell, 1965]. Nondmted waves follow
more complicated paths; they tend to remain above the lower boundary of the Ionosphere, and are not
usually observed on the ground [Smith and Angerami, 1968]. The properties of ducted signals are
fairly well understood; however, mu-' eT'ss TsiFn about nonducted %,-eves, though It has been estab-
lished that such waves can trigger VLF emissions,

Radio amateurs or students could be involved in some propagation experiments in a meaningful
way; for example, to record times of signal acquisition and loss during beacon mode experiments.

Fleld&Aligned VEF Ducts

One of the outstanding questions •f plasma wave propagation in the magnetosphere concerns the
origin, structure and dynamics of the field-aligned VLF ducts which guide whistler-6iode waves between
conjugate points. Using ground transmitters and receivers to locete ducts, and the RPDP for Informa-
tion on wave distribution functions and plasma structure, WISP transmissions may be eirployee to study
the manner of duct excitation, the nature of wave propagation and reflection near the ionospheric ends
of ducts, the structure of ducts, and their relationship to other finer structures in the medium.

VLF Wave Propagation Along the Plas'apause

VLF wave propagation just outside the plasmapause at high (= 0.8) ratios of wave frequency to
equatorial electron gyrofrequency and favorable conditions for wave growth on paths near the plasma-
paue have been reported by Carpenter [1978], Theoretical studies show efficient guiding of whistler
(VLF) waves along a density gradient such as that at the piasmapause, but do not explain the high
frequency propagation seen just outside the plassapause, Wave injection from WISP on field lines
threading the plasmapause, with subsequent reception at ground stations, can explore the nature of
this propagat:oi,

TRAVELING IONOSPHERIC DISTURBANCES AND ATMOSPHERIC GRAVITY WAVES

Energy and momentum may be transported over large regions of the atmosphere-ionosphere-magneto-
sphere system by atmospheric gravity .waves, Their ionospheric manifestations are called Traveling
Ionospheric Distorbances (TID's) (Hinesý, 1974.] WISP instrumentation, using remote radio techniques,
will measure such ionospheric structures for the purpose of determining their role in transporting
energy and momentum, establishing their driving forces and inferring corresponding behavior of neutral
partic'es. WISP instrumentation will provide an almost instantaneous spatial distribution of wave
structures. Since ground ;nstrumentation provides temporal distributions at a flxed location, at-
tempts will be made to coordinate measurements by incoherent scatter radars, Doppler sounders, and
oblique propagation tacilities. In situ data on neutral properties from Spacelab would also be in-
valuable: e.g., measurements of neutral wind, temperature and composition (as made on the Atmospher-
ic Explorer Satellite [Spencer et a;., 1973] which can determine the characteristics of gravity waves
at the satellite [Hoegy et a].,197-] and would complement the WISP remote measurement capability of
ionized wave structures.

Joule heating by auroral precipitation is one of the most important sources of TID's, and
couples the magnetosphere and atnosphere. Winds and pressure perturbations associated with wave
fields are produced: e.q., with scale lengths on the order of tens of centimeters (acoustic waves)
to thousands of kilometer, (gravity waves). The effects are most noticeable during magnetic storms
and are observed on a global scale. WISP goals in this area are to: (1) determine the wave char-
acteristirs of TID's in the region within a few hundred kilometers of the peak of the F-layer (wave-
numbers, direction of travel, frequency, and amplitude as a function of altitude); (2) infer identity
and location of sources for the waves; help will be sought from correlative date from ground lono-
spherik facilities and other geophysical instrumentation (e.g., auroral zone and meteorological mea-
surements); (3) infer the transport of energy and momentum by TID's, and the same for the neutral
atmospheric waves driving the ionization; (4) deduce the global distribution of energy and momentum
wave fluxes from measurements over various regions; and (5) determine occurrence and structu-e of
smaller-scale disturbances and relate these structLres to TID's.

Instrumentation

The WISP MF/HF subsystem wi:l be required fcr gravity wdve and TID observations which will mea-
sure a wide range of disturbance structures with scale sizes from meters to thousards of kilometers.
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The subsystem is capable of monostatic transmision and reception from the Spacelab and bistatic

operation between Spacelab and the RPDP. Operation is in the frequency range from 0.3 to 30 MHz-

The flexible MF/HF subsystem will be capable of coherent detection, and will measure time delay,
phase, amplitude and Doppler shift of received signals, Ionization structures and motions of TiD's
will be measured, both along the orbit and remote from Spacelab. The subsystem will. operate in a
number of preprogrammed modes, including a survey mode which will search for natural Phenomena of
interest. This survey mode may be followed by a mode to investigate some feature In greater detail by
providing information in a more magnified form, Other modes may change the frequenLy range of oper-

ation, pulse width, pulse repetition frequency and/or the power radiated. Modes may seiett D.p'Per
shift information or operate at a single frequency to monitor continuously the strength and variation
of the received signals. Several types of data presentations are possible: e.g., displays of propa-

gation time vs frequency, or Doppler vs time, Doppler vs range, and range vs time at selected frequen-
cies. Two complementary methods for ýmproving range r-esolution are available. In the first, pulse
width may be reduced. In the second, phase difference of the echoes at two frequencies Separated by
a small amount (% 10 kHz) is determined and provides a vernier to the standard time delay method
[Bibl and Reinisch, 1978] with range resolutions from 0.7 to 20 km.

This range-measuring capability will provide data on vertical structure of TID's as well as hor-
izontal variation along the orbit. In contrast with earlier remote sounding systems, WISP will pro-

vide rapid trequency sweeps over limited frequency bands, enabling considerably improved horizontal

resolution. The system will determine the wave vector of the TID [Dyson, 1978]. Frequency may be
determined, as well as all other wave propert:es, from TID gravity wave theory: these in turn may be
corroborated with ground mEasurements, if available.

SThe Doppler-measuring capability of the MF/HiF bub5;ystfm wl!l represent a unique opportunity for
ionospheric measurements from space. It provides a means for distingui•,'.- traces from different
regio-is at the same virtual distance (echo delay) by supplyinS information on the angle of arrival.
Since Doppler for a given frequency varies as the cosine of the angle between the wave ncrmal and
veicle velocity, the Doppler is a measure of the angle of arrival. The minimur discernible freauency
shift depends on oscillator stability, For WISP the stability will be 10-7, corresponding to an angu-
lar resolution of N 4 for propagation along the orbit and 1- 0.1* for vertical incidence. Though mea-
surements are rapid, some may require up to u 6 seconds. Phase data as a function of time, ideally
will be processed by a fast Fourier trdnsform to obtain the Dappler spectrumn Ambiguities in the
Doppler spectrum and ranges are avoided, when required, by using two different pulse repetition fre-
quencies sequentially.

Doppler measurements will alsQ be made rapidly as well by utilizing, when required, a small num-

ber of pulses (2-5) at a fixed frequency, Average Doppler Is determined, and angles of artlval are
determined by observing the average Doppler for discrete echoes as frequency is changed, permittip,
rapid measurement of Doppler over a w'de range of frequencies iDyson, 1978], TID structure will be
obtained by combining angle of arrival and time delay data using true height analysis and ray tracing.

Doppler techniques also allow vertical retjrns to be distinguished frcin field-aligned returns and

discrete echoes to be discerned ii, the presence of Spread-F.

Ground-based measurements of TID's and atmospheric gravity waves will be macde in Eastern
Austra~la by LaTrobe University as part of the WISP investigation to provide two-hemisphere coverage.
These measurements will follow TID's over a limited range and will, 'or example, help to determi e
wave vectors and periods of TID's and should aid in following atmospheric gravity waves as they pro-
pagate from the southern auroral region toward the equetor. Simultaneous use of moving (WISP) and

stationary (ground) systems helps reduce ambiguities in calculations of density irregularity spectra
[Fredricks and Coroniti, 1976].

EQUATORIAL BUBBLES

There has been a surge of interest in the equatorial ionosphere in the last few years resulting
from new observational and theoretical results indicating that spectacular, large-scale, dynamic
plasma processe-, are taking place. Of particular importance are recently-discovered large (up to
hundreds of kilnlieters) regions of depleted ionospheric plasma in the vicinity of the magnetic

equator which bubble through from the bottonside to the topside of the ionosphere (see review by Basu
and Kelley, 1977, and references there). These bubbles may be the cause of the unexpectedly severe

scintillations observed on communication links with geosvnchronous satellites even at GigaHertz

frequencies [Taur, 1573; Basu and Kelley, 1971],

Theoretical and numerical simulation studies of bubbles which follow the nonlinear evolution of

the collisional Rayleigh-Taylor instability, reveal '.het a small oerturbation on the bottomside iono-
sphere will grow in amplitude and rise i,.tp the topside [Ossakow tt al,, 1978]. This process is very
dependent upon the steepness of the bottomside eiect -on density gr.d"nt and on the altitude of the
F-peak. Other instabilities have been suggested - explain the wide range of observed irregularities
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w;th bubble scale size; it may be necessary to invoke several processes to completely model bubbles
[Hudson and Kennel, 1975]. Besides determining the relative importance of various instability pro-
cesses, the following hasic questions must be answered: (1) what are the physical dimensions of the
bubbles? (2) what is the relationship between equatorial bubbles and field-aligned ducts? (3) is
topside Spread-F always associated with bubbles? (4) w, 'ch stage of the instability process Is the
dominant contributor to the scintillation -f communication signals? (5) what is the triggering mecha-
nism for the plasma instdbilities? The WISP investigation is expected to answer questions (1), (2),
and (3). WISP results, combined with the results of other experimental and theoretica: programs,
should lead to a resolution of questions (4) and (5) as well.,

I nstrumentation

The WISP investigation of equatorial bubbles will make use of Zhe remote measurement capability
of the MF/HF subsyster' and in situ plasma measurements from the subsatellite, The potential of the
sounding technique has been illustrated by Dyson and Benson [1978] using ISIS-] post-sunset perigee
da.a near the magnetic equator. The WISP instrumentation will be able to capitalize uniquely on this
cotential by utilizing its ca-ability for flexible control, bi-static operation, and angle of arrival
in.iocmat;on from Doppler measurements. In addition, the Spacelab orbit will traverse the region of
greatest nteres., i.e., w~thin a few hundred kilometers above and below the altitude of the F peak
at the magnetic equator. By filtering based on Doppler shift, ionograms free of Spread-F will be pro-
dt-ced in the turbulent regions near equatorial bubbles for the first time.

"7
he WISP instrumentation, with its probing capability utilizjng plasma waves, provides a practi-

cal method of determining the variation of bubble structure along . The nature of these variations
must be known in order to understand the evolition of bubbles and to test the applicability of current
two-dimensional theoretical models which assime that bubbles are of infinite extent along k In ad-
dition, the ;nform-tion will provide the data base for constructing three-dimensional models of bub-
bl-s., Dur;ng transi.s of equatorial bubbles abo%e th$ F-peak field aligned echo traces can be used
to determine the electron density distribt:tion along B from the Orbiter to the F-peak, and changes in
0AI,-nl.itior along B can .3e Inferred from change- in the calculated scale height [Dyson and Benson,1978].
These i-Ferred remoz- composition changes will ý compared with the in situ measurements made by the
ion macs spectrometer on the •RDP. The importan t of in situ measurements during transits or equator-
10 tubhb.e, has been demonst,a'ed by McClure et a.. [DT77.?When the bubble extends into the conju-
3te hunlspha-r2, echoe, are returned Fro-mthat hemi.phere. Thus the total length of the bubble along

can bý esti,iated, and asymmetries in structure with respect to the magnetic equator can be detected
[Dyson and enson, 1578].

RELATED PLASMA WAVE PHYSICS

Plasma Instabilities and Nonlinear Effects

Plas~na instabilities are believed to be of fundamental importance :n atmosphere-ionosphere-
magAtosnhere energy coupling processes. These instabilities excite a number of plasma waves which
Sgrow in amplitude to the ocint where nonlinear effects 1-come important. In some sases, natural-

Iv-occurring magnetospheric plasma wave phenomena (in the kilei.ertz frequency range) can be investi-
gated by stimulating similar phenomena in the ionosphere where they occur in the megahertz range.

fAn ;mportanc example of a stimulated ionospheric phenomenon that has possible relevance to
n~tL,'Jiy-occurring magnetospheric phenomena is the diffuse resonance stimulated by the ISIS top-
side sounders near 3/2 fH, wlere fil is the electron cyclotron frequency. In contrast to the stirj-
lated electrostatic waves which are observed to persist in the neighborhood of the saLellite when the

wave frPnuency corresponds to ambient plasma resonant condit-ons, the diffuse resonance corresponds
to nonresonant plasma waves. A nonlinear mechani.n, is required to explain their long time persistence
(see the review by Benson, 1977).

Dispers;on Relations

A fundamental property of plas.ra waves is that they exhibit dlspersion, That is, their phase
velocity varies with frequency, Many different electromagnetic (e.g., whistler) and electrostatic
(e.g., electrostatic ion cyclotron) waves have been observed in space plasmas, and each mode has its

owa disperrion relation.

Dispersion measurements will use a Wi3P transmitter on Specelab and a correlation (eceiver on
the RPDP. By also transmitting a reference signal to the RPDP on a data link, the phase of the re-
ceived signal can be determined. This technique is erquivalent to measuring the phase velocity, and
when carried out over a range of frequencies yields the dispersion relation directly. It Is highly
accurate, with 0.1 percent accuracies expected. The flexible control capability of WISP Spacelab
systems and the WISP systems on the moveable RPDP will result in significant advances in understand-
Ing these problems. 
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Antenna P'roperties

An important aspect of the WISP investigation related to local plasma wave physics is the study
of the properties Of dfitennas irmmersed in the magnetoplasma. (i this compressible and anisotropic
medium the electromagnetic fields of the antenna will have a marked influence on the free charges ofthe plasma, which in turn drastically modify the radiated fields.

Many theoretical tre. ments of antennas irmwiersed in plasmas have been made. However, in only afew restricted cases have experimental studies been made in space, and possible laborator/ work is
limited due to wall effects and scaling diff-culties, Howeve~r, it must be noted that d-Ae to the verycomplex nature of the problem, all oast theoretical treatments nay, been restricted b, simeplifying
assumptions %ýhose justification is not always clear,

In addition --this general scientific significanc;e, the antenna Impedance measurements in thefirst f light will be of signif'cant importance for the operation of toe transm~tters dLr*.ng the later
flights, since the antennas will have to be tuned in most cases in order to -ouple efficiently the
electrical energy into plisma wave energy.

During the flights, the VISP ;nstrumenta~ion will measure the vc'.tage and current waveforms and
their relative phase at the antenna termin~als, thereby determining f-,e antenna impedance. The parame-
ters that the impedance should depend upon (frequency and level of exciting signal, the strength and
direction of the ambient magnetic field, and the p1 isma composition and' density! will also be measured
by the WISP instruments. 
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DARN: A RADAR NETWORK FOR STUDYING THE LARGE-SCALE STRUCTURE AND

DYNAMICS OF IONOSPHERIC ELECTRIC FIELDS

R. A. Greenwald
Applied Physics Laboratory

The Johns Hopkins University
Laurel, Maryland 20810

Ionospheric electric fields with magnitudes of several tens of millivoltL per meter have a
profound effect on ground-based radar systems si-ce they ere capable of producing E-region electron
density irregularitles via several plasma streaming instabilities. These irregularities often have
Doppler velocities of the order of the acoustic speed and thus they represent a form of clutter that
cannot readily be eliminated from radar systems without also eliminating the backscattered signals
from more desired targets, The manner in which the ionospheric electric field exciting these
irregularities is coupled to the magnetospheric and atmospheric electric fields is often not well
understood. This is particularly true for impulsive or oscillatory electric fields where inductive
effects are imlortant. However, it is known that enhanced ionospheric electric fields have a
profound effect on the ionosphere through Joule heating, changes in the electron density distribu-
tion and as a driving force for high altitude neutral winds. It in also known thar enhanced iono-
spheric eiecteic fields, which are normally confined to latitudes poleward of 60* geomagnetic extend
to lower latitudes during periods of strong geomagnetic disturba,,,e. This is paticularly true near
the onset of the dinturberce.

For all of its apparent importance there presently exists no global or large scale system
for monicoring the electric field such as the worldwide magnetometer network provides for magnetic
fields and the DMSP satellites provide for auroral luminosity. This deficiency can be somewhat
alleviated through the establishment of a Dual Auroral Radar Netwock (DARN) across North America.
The network, comprised of 10-15 medium-powered VHF radars, would determine the two-dimensional
* dynamics of the ionospheric electric field in the latitude range 60o-67 geomagnetic and the
longitude range 70*-160* W. DARN utilizes backscatter from the same ionospheric clutter that
disturbs surveillance radars to make these mcasurements. Since DARN is a real-time system that
would be coanected by telephone line to a host computer, it will not only provide an instan.:aneous
picture of regions of ionospheric clutter over all of Central Canada, but also, it will be tn early
warning system for increased ionospheric disturbance. Moreover, the data from this system will
represent a set of reference measurements for studies of coupling between magnetospheric-Lono-
spheric-atmospheric electric fields and be an important input for dynamic ionospheric models.

INTRODUCTION

At the present time the auroral imager on the DMSP satellites is the only instrument
capable of providing large scale two-dimensional images of processes occurring in the high latitude
ionosphere. Every 51 minutes one of these satellites produces a broad-band optical image of one of
the Earth's high latitude regions. The longitudinal width of these images is approximately 3000 km

P in extent.

In Figure 1 we see a composite photo of auroral activity over North America obtained from
three consecutive passes of the DMSP satellite. One can see that the aurora is present over most of
Canada and extends into some of the north central states during the second pass of this series.
Typically the aurora is confined to an oval-shaped region that is confined between 60 and 750
geomagnetic latitude.

When viewed from a spacecraft located at a slightly greater distance the auroral belt
might appear as shown in Figure 2. In this example we are viewing the nightside auroral zone. A
spacecraft located at this greater altitude would be able to image the aurora for longer periods of
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FIGURE I Composite DMSP satellite photo- FIGURE 2 Sketch of the appearance of the
graph of North America continent auroral oval as viewed from a high

illustrating auroral activity over Altitude spacecraft.
Canada.

time and thereby provide new information on its dynamics. Such high altitude imagers have already

been flown on Japanese satellites and they will be flown on United States spacecrnft in the near
3•. future.

f One should keep in mind, howe"-r, tLat the optical aurora is only one of several phenomena

occurring on high latitude field lines. A more complete version of Figure 2 might appear as shown
in Figure 3. Here, one can see large-scale sheets of field-aligned currents entering and emerging

from the aurorel regions and connecting to regions of the Earth's magnetosphere that arc still not

completely known. Moreover, electric fields are observed in the ionosphere and in the distant
magnetosphere. These electric fields are self-consistently related to convective plasma motions in

the magnetosphere and in the ionosphere. In the lower reaches of the ionosphere - the E-region -

these motions manifest themselves as currents since the convective ion drifts are hindered by
collisions with the neutral atmosphere. These collisions also cause energy dissi-atlon in the
ionospheric via the process of Joule heating.

All of these phenomena, euroral preciptation, field-aligned and ionospheric currents,

electric fields, and plasma convection, interact through a self consistent set of equations. At the
present time we understand the average behavior of the various elements (e.g., Meng, 1978; Potemra

et al., 1980; Rostoker, 1980; Banks and Doupnik, 1975). Unfortunately, the high latitude
ionospheric and magnetospheric environments are extremely dynamic anC gross departures from the mean

can occur on time scales of a few minutes. The changes are caused ultimately by variations in the
magnetospheric plasma distribution. In the ionosphere they are nmanifested by changes in particle
precipitation, field-aligned cu-rents, electron density gradients and elec.ric fieldj.

Sudden variations in high latitude ionospheric conditions can have partif.ularly detri-

mental effects on radiowave systems. Propagation paths may be altered, absorption may be increased,
E and F region clutter may be excited and scintillations may occur on satellite-ground communication
links. During geomagnetic disturbances, high latitude cffects also expand to 'lower latitudes and
affeLt a greater portion of the Earth's ionosphere. Responses to high latitude disturbences have
even been noted in the equatorial ionosphere (e.g., Gonzoles et al., 1979).

In order to understand the dynamics of these large scale processes, techniques must be

developed whereby it is possible to image •he large scale patte:ns of the ionospheric electric
fields, field aligned and horizontal currents to an extent currently provided by auroral imagers.
Presently, satellite measurements of electric fields, plasma drifts and field-aligned currents are
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made only along the spacecraft trajectory. Moreover, •asurements of a given latitude and local

time sector are often separated temporally by the orbltal period of the spacecraft. Ground-based
• incoherent scatter radars are able to determine these quantities over much greater spatial areas

n (e.g., Banks and Doupnik, 1975). However, the temporal resolution of incoherent sca•ter
• measurements is typically of tlle order of •nutes per single vector velocity •asuremcnt. The

•_ relatively long measurement time is dete•ined primarily by the low cross section of the incoherent
• •i scatter process.
_• •other technique for •asurJng ionospheric drift velocities and e!ectri• fields •s •eu

developed recently by the Ge•n Max-Planck Institute [or Aeronomy (Greenwald e• al., 1978). Itutilizes •F radar •ckscatt. • from electron density irregularities produced by plas• strea•uginstabilities in the E-reglon of the hlgh latitude ionosphere (see Greenwald, 1980 and references

therein). •e •x-Pianck facili•, kno• as STARE, is capable of measuring irregularity drift
vetc3itles throughout a 230,0• km region over northe• Scandinavia (see Figure 4). •e measlre-
ments are •de •th 20 • x 20 • spatial resolution and 20-60 second temporal resolution.

__• Studies by Ecklund et al. (1977) and Cahi]l et al. ,•97G) have sho• that the E-reglon

- irregularity drift velocity is nearly equal to the ionospheric F-reglon pla• arlft •lo•ty and,
'- hence, that it can • used to dete•Ine the ionospheric electric field. STARE has been the fzrat

.. instrument that •s really imaged the structure and dynamics of the ionospheric electric field and
• • - drift velocity over an appreciable spatial region.

.=•
Currentl}, a •econd facility •o• as S• is •ing const:ucted by British scientists and

sclenLists at the Max-Planc• Institute for Aeronomy. •e viewing area of th•s instrument •iI be

located to the southwest of the ST•E •ewing •.ea.
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While STARE and SABRE are beginning to provide imagery of large scale electric field
dynamics, their concept may be extended considerably on the North American continent. Due to the
extensive east-west land mass, it would be possible to construct an east-west chain of 10-15
simplified STARE-type radars extending from Maine to Alaska. Such a network would provide the
following useful information:

(1) Continuous coverage of the location of E-region auroral clutter over most of Lhe
North Ametican auroral zone,

(2) Aid in determining the location of F-region clutter and regions in which scintilla-
tion would be expected to occur on satellite-ground couuunicaion links, and

k3) Large area imagery of the dynamics of auroral zone electric fields and plasma drifts.

This information will not only be useful for monitoring the effects of naturally-occurring phenomena
on high latitude radiowave systems, but also it will provide considerable new information on the
dynamics of high latitude electric fields and plasma flow. Such information will be particularly
useful in developing reliable dynamic models of the high latitude ionosphere.

STRUCTURE AND DYNAMICS OF PARTICLES AND FIELDS
IN THE HIGH LATITUDE 1ONOSPHERE

Before describing the North American radar netoork that may be developed, let us consider
several examples illustrating the dynamic nature and large sctle spatial structure associated with
particles and fields in the high latitude region.

The optical aurora shown in Figure 1 is representative of regions into which niagneto-
s?heric particles are precipitating. It is also to some degree indicative of regions in which the
ionospheric conductivity is enhanced relative to their surroundings. As has been noted, the aurora
and hence the precipitating particles and density enhancements extend further equatorward during the
second pass in this series. This is one example of the dynamic variations in the auroral oval on
100 minute time scales. People who have witnessed auroral breakups, have seen similar movemaents on
minute time scales. One can also see considerable rtructure in the aurora on several hundred
kilometer scale sizes.

A second example of structure and dynamics can be seen in the comparison of magnetic
perturbations due to field-aligned currents as shown in Figure 5. Here, the TRIAD and MAGSAT low
altitude satellites were in nearly co-planar orbits with TRIAD lagging MAGSAT by approximately 12
minutes. One can see that the equatotward region of upward field-alIgned currents (decreasing
negative magnetic perturbation with decreasing latitude) is quite similar or the two passes,
however, the poleward region of downward field-aligned cur-ents (opposite senpe of magnetic field
variation) is quite different. Whether this difference is due to spatial structure (the orbits are
shifted by one hour ir local time) or tempor 1 variations is not known. Observations similar to

these have led to suggestions by Potemra (Private Communication, 1981) that several existing small
satellites equipped with magnetometexs be launched into co-planar orbit.

As a final example let us consider measurements of structure and dynamics in the
ionospheric plasma flow and electric field' as obtained with the STARE radar system in northern
Scandinavia. One four minute sequence of irregularity drift velocity patterns observed with the
STARE radars is shown in Figure 6. Each small dot represents the location of a measurement and the
length and direction of the line extending from each dot represents the magnitude and direction of
the local drift velocity. By rotating the vectors 90* clockwise .nd equating 50 mV/M with a drift
of 1000 m/s, .ne can obtain the local electric field strength. Drift velocity vectors ari missing
in the eastern portion of the field-of-view since it was not be'ng examined at this time. Vectors
are absent in the equatorward portion of the field-of-view because the streaming velocity between
the electrons and ions was insufficient to excite the instability that produces the irregularities.

The four panels illustrate the drift velocity variations that occur on the trailing edge
of an auroral phenomenon known as a westward travelling surge. Other studies using the STARE radars
have identified the electric field variations occurring on the leading edge of such a surge
(Inhester et al., 1981). IL should also be noted that intense radar auroral clutter was observed ii'
the region of equatorward drift at 2025 UT.

Other studies with the STARE radar system have provided numerous examples of impulsive
drift velocity and electric field variations surh as these or oscillatory variations associated with
hydromagnetic waves incident on the E-region (e. g., Nielsen and Greenwald, 1978, 1979; Walker et
al., 1979).
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THE DUAL AUJRORAL RADAR NETWORK (DARN)

The STARE radar system is capable of imaging plasma drift velocities and electric fieldi
over a region covering slightly more than 4' in latitude and 100 in longitude. While this begina to
provide some large scale view of electric field dynamics, one could improve the spatial coverage
considerably by developing a chain of radars across an extensive land Lass such as the North
American continent., In this case the coverage might be 70 in latitude and 900 in longitude.

One tentative concept for a North American radar network is shown in Figure 7. In this
diagram 12 radar sites are seen spanning the northern tier of the conterminus United States, western
Canada and Alaska. In practice one might have 10-15 sites. The viewing area of this system would
be essentially coincident with the region of aurora shown in Figure 1. At each site transmission
and reception will be achieved with a single bi-directional array of electronically-phased Yagi
antennas. Phasing will be limited to directing the array lobe approximatelif 200 east and west of
the magnetic meridian as shown in Figure 8. The two-way azimuthal beamwidth of this lobe will be
approximately 6%. On-line processing equipment at each site will be designed to measure the i-ten-
sity and Doppler shift of the signels scattered along each of these lobes with a range resolution of
30 km. The shaded area in Figure 8 represents the expected resolution cell of the DARN radars at a
range of 1000 km.

It is envisioned that the DARN sites will be separated long'tudinally by approximately 500
km. Thus, beams from neighboring sites will overlap to form the X-patterns shown in Figure 8. In
the range interval extending from 400 km (assumed nearest range having good aspect angle sensitiv-
ity) to 1200 km (120 km altitude horizon) the two legs of the X are never separated by more than 250
km and their average separation is only 125 km. The latter distance is approximately equal to the
diameter of the circle at 200 km altitude that is described by the beam of the Chatanika incoherent
scatter radar when it perfotms a circular or three-position scn that is directeJ at 700 elevation
angle. As is done in this common incoherent sca-ter operating mode, spatial uniformity of the
electron drift velocity and ionospheric electric field over these dimensions vill be assumed.
Aithough STARE measurements h.ave shown that this assumption is not always valid, it is often a very
good approximation. For the DARN network the assumption is particularly good, since it only
involves longitudiual variations in the electric field.

One can see in Figure 8 that neighboring X-regions are separated by a gap of 250 km and
that they have a latitudinal extent of approximately 800 km (70). The latitudinal resolution as
defined by the assumed 30 km long raoar pulse length is somewhat better than 0.3%. One can also see
ir, the figure that, for any given latitude, the same component of the electron drift velocity is
measured every 500 km in longitude. Thus, one could undoubtedly develop better mathematical models
for the determination of longitudinal variations than the simple uniform field assumption described
above.
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FIGIURE 7 View of northern United States and FIGURE 8 Plane view of beam intersection
Canada shewing potential coverage from three neighboring DARN
of '2 station DARN network. The radars. The analysis procedure
region betweun western Canada and assumes longitudinal uniformity of
Alaska might eventually be the electric field between the
included by constructing radar legs of each X.
",acilities along the coast.
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Eact radar in the DARN network will operate in the manner showo schematically in Figure
9. At the heart of each systea is a microcomputer that will control the operation of the radar
transmitter and receiver, contr, 1 the direction of the antenna lobe, process the backscattered
signal and transmit the processed data via a telephone link to a host computer. Operation of each
station will be con:rolled from an on-line video monitor or from the host computer via the data
link. In a like manner, the real time data from each station may be display,ýd on the video monitor
or at the site of the host computer. Timing at eaca station wil, be provided by UTC-NBS time codes
transmitted by the NOAA GEOS satellites.

Each of the DARN radars will use the single-pulse and double-pulse analysis modes that
have been used in the STARE radars (Greenwald et al., 1978). Assuming that the microprocessor can
handle the data stream, twenty-five single-pulse and double-pulse mensurements will be made in each
direction every second.

3ackscattered signals will be processed on--line and the averaged data will be transferred
contJnuously from each of the sites via a 1200 baud telephone line.

The temporal resolution of the DARN measurements is limited by our need to achieve
sufficient statistical accuracy for the Doppler velocity estimators and by the amount of data that
must be transmitted over the telephone lines. Of these two limitations, the lattex will most likely
be the more severe. For continuous data acquisition, it is unlikely that temporal resohtion better
thar. 20-30 seconds can be achieved. ft is expected, however, that this resolution Is more than
adequiate to meet the operational requirements if the system.

The operating characteristics of each DARN radar are summarized in Table 1.

TABLE 1

EXPECTED OPERATING CHARACTERISTICS OF A DARN RADAR

Operating Mode: Pulsed-monostatic with bi-directional
electronically-phased beam

Vertical Bcamwidth (2-way): = 6o

Horizontal Beamwidth (2-way): = 6'

Operating Frequency: Nominally 140 MHz

Pulse Power: 20 kW

Pulse Length: 200 us

Number of Ranges Analyzed: 27

Pulse Pattern Repetition Frequency: Nominally 25 Hz each direction

Analysis Mode: Single Pulse - intensity

Double Pulse - meat. Doppler

At the site of the host computer, it will be possible to display continually-updated plots
of the intensity of auroral clutter across most of the North American auroral zone. These plots
would be similar in appearance to the DMSP auroral image shown in Figure 1, however, they would be
updated on 20-60 a time intervals. In addition, the Doppler dat. from the various station could be
combined to yield the electric field and plasma drift velocity variations along each of the X-
regions i,. Figure 8. This information can be further refined to yield a two-dimensional plot of the
electrical potential variation across Canada. Such a plot might look similar to the exumple shown
in Figure 10. Again, these electrical potential images would be updated on 20-60 8 time interval3.

651



t

"'I

FIGURE 9 Block diagram showing elements of FIGURE 10 Exaple of instantaneous electric-
a typical DARN radar. Control of al potential distribution that
the radar and analysis of the might be derived from the DARN
backscattered signals is peiformed Doppler data.
b the station microcomputer.
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• BENEFITS OF DARN• RADAR NETWORK

Given that a VHF radar backscatter network similar to the one described in this paper were
established across North America, what might one expect as to potential benefits?

Firstly, such a system would act as an excellent monitor of ionospheric disturbances in
the North American sector. Clutter Daps indicating he intensity of E-region auroral hckscatter
would t displayed and updated continuously. Such maps would b especially useful in identifying
regions in cich surveillance radars might r affected by auroral clutter or in short tet forecast-
itb of periods in which radars might begin to p affected by auroral clutter.

e DEppler information provided by the DARN network might also b of ue in evaluating
the effect of auroral clutter on surveillance radars. Often these radars utilize Doppler d scre-
mination hereid a certain assumptions have been made as to the Doppler characterbseics of the
clutter. DAM will provide continuous monitoring as to whether the assumptions are valid.

tSecondly, studies by Oksmap et al. (1979) ive indicated that auroral zone F-region

irregularities often occur on the same field lines as E-region irregularities. Hence, the DARNwimages his provide some indication of regions from wich one might expect to obierve F-region

'qclutter. Furthermore since F-region clutter produces scintillations it. sate 1lite-ground communi-
cations, one might s e able to provide short teha predictions of c eriods in oi ich high t fatitude

sntellite-groud coiwunications patm s might be affected by this phenomenon.

Thirdly, imagery of the high latitude electric field and plasma drift is an important
complement to DMSP auroral imager o sreilnr, they r idr better defise the dynamic nature of large
iscale processes in the high latitude ionosphere. Information such as this is needed in order to

develop r.liable dynamic models on ionospheric variability. It is also needed for evaluating the
magnitude of transen o rena on radiowave systems.

i Finally since soe mideints of electric frelds and w lasma drift in the high latetude iono-
sphere, reflect similar fields atd drifts in the elgnetosphere, ionospheric dasurements a y im .
sto reveal new information on largtit le o magnetrspherc dynamics Information such as this mayor e

useful in evaluating the environmental change on satellite systems during periods of geomagnetic
disturbance.
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AN ADVANCED MISSION TO MAP THE WORLDWIDE TOPSIDE IONOSPHERE

- H.R. Mathwich, D.E. Aubert, and A.F. Martz K. Bibl and B. Reinisch Lt. D. Lewis
-RCA- Astro-Electrolees, University of Lowell, Center USAF, SD,

Princeton, N.J. for Atmorpheric Research, Los Angeles, CA
Lowell, Mass.

INTRODUCTION

The topside sounders of the Alouette and ISIS
series have provided data leading to an uaderstanding rctr

of the topside ionosphere which is of incalculable _
value. These data have defined the gross morphology , "
via statistical analysis of tens of 'thousands of tono-
grrms. Further an understanding of smaller scale-
size phenomena has been achlevedby studying Indetall
the anomalous properties of ionograms sounded in
regions containing a disturbed ionosphere. Sines the
design and launch of these research sounders, radlcal
improvements in the state of the topside sounding art
have occurred. Advanced sounding techniques are
available. Hst spacecraft capable of supporring a
mission containing many sensors haive been designed.
Sophisticated, rapid data processing techniques can
now be designed using today's computers. It is now Figure 1. Mission Block Diagram
possible to configure topside sounding missions in
which massive quantities of data can be taken with a near-polar constant-local-time orbit at a satellite
the data reduction accomplished with little or no height (hS) of approximately 800 km provides data
human intervention. Possible missions include the sampling at ail geomagnetic latitudes approximately
sounding of aata which ia analyzed and fed to com- once every 100 minutes. An earth-based Data Proces-
puter-based models of the earth's Ionosphere, ms- sing Facility (DPF) automatically scales the iono-
sions which continuously define certain distinct grams using go lonogram Scaling Algorithm (ISA) and
morpholog!.cal features such -a tho mid-latitude or inverts the data to produce an electron density profile
main trough cr the equatorial anomaly and missions (Nh) in a Profile Inversion Algorithm (PIA). This
which study the gmall auale size irregularities. It data is fed to the ionospheric model along with quality
is the purpose of this paper to des,:ribe the desigm cf criteria which define the degree to which the data is
a mission of the first type - oie in which perhaps complete .d accurate. To make such a mission
3000 to 6000 ionograms are sounded every day, the feasible t:.s on-line data processing must be com-
data reduced automatically and used to supply an pletely automated. Ancillary facilities permit off-.
ionospheric model (von Flotow, et al., 1978; line interaction with the mission and improvement of
Tascione, et al., 1979; Bent, 1975). the algorithms as experience accrues.

MISSION DESIGN The use of a non-dedicated host spacecraft brings
with it both advantages and disadvantages. A major

The total mission is illustrated in Figure 1. An advantage is mission cost-reduction, since the price
advanced topside ionosonde orbits in a 3-axis atabi- of thA bus, the on-board data storage facilities and
-li.ed non-dedicated spacacraft. The spacecraft earth-based data collection facilities is shared. The
orientation is kept fixed with respect to its velocity disadvantges include the presence of other sensors
vector and nadir. This makes possible the use of an which may be sensitive to the pulsed r-f power out-
advanced sounder antenna. On-board data storage put from the sounder, spurious sounder-receiver
allows the continueu= collection of data. The use of input signals from other spacecraft components and
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the requirement of adding relatively long booms to time of da' ILT), time of year (or season) and sun
the spacecraft or the ionosonde's antennae. Further, activity. Other variables suuh aw geographic position
the shared spacecraft data-storage and playback fa- (with LT fixed) are of secondary importance.
cilities -may possess a limited data-rate capability
req•piring the lonosonde to perform extensive data- Figure 2 lllustratep the manner in which a polar
compression, orbiting ionosonde in a noon/midnight orbit would

sound the ionosphere. There are three general re-
The mission design to be discussed used the De- gions - equatorial, mid latitude, and polar - each with

fense Meteorological Satellite Program (DMSP) Block day/night properties. Tts polar region illustrated is
5D2 spacecraft as the host spacecraft. An interface after Buchan 1973, The nightside mid-latitude or
study placed the following limitations on the lonosonde: main trough is narrower than that illustrated

(e.g., 2* to 50 wide).
Maximum Transmitter RF Power = 30 Watts
Maximum Boom Length = 17 Meters Figure 3 illustrated the manner in which twc
Maximum Data Rate (RT) = 3168 bits/ satellites - one in a 12 hr. /00 hr. orbit and one in an

second 08 hr. /20 hr. orbit - would sample the ionosphere.
The satellite tracks remain approximately fixed on

GLOBAL IONOSPHERIC MORPHOLOGY the morphology as Illustrated. These figures do not
depict small scale size irregularities which can affect

We first present (in Figures 2 and 3) a simplified the quality of topside ionograms. To a first approxi-
view of the gross morphology of the earth's Ionosphere. mation the day-side equatorial and mid-latitude
This view is necessary to (a) determine the relation- ionosphere possesses few such irregularities. The
ship between the Important variables In the ionosphere polar region aad night-side equatorial region can
and the sampling process provided by the ionosonde, possess many. The scintillation 2one shown in
and (b) in conjunction with an ionogram survey to be Figure 3 Is aftcr Taur 1973.
discussed, to determine mission and ionosonde par-
ameters requiring definition. IONOGRAM SURVEY

I The dominant variables which determinn the To properly design a mission of th13 type, It is
gross morphology are geomagnetic latitude, local essential that a broad aample of the types of ionograms

POLAR CAVITY MAIN

VERTIC•-.AL SCALE .3 NS T MAXIMUM.

T ULGO HLEGIIi•i

MAIN

T h ýI G kE I 
P O L A R R E G IO N

+ +
Sl \ REGION

ATITUDE 9

I I Ile se ET

A 4e

100

A•A EATITUOIATORIAI

REGIONI PEG9N

i II~Id lopoa Inshri ein

II I k.I

GEOMAGN4ETIC.

Figure 2. Global Ionospheric Regions

655

III•

.0, -!I'



PARAMETER IS foF2

•_•. 15 • SCINTILLATION
zONE

(120°
10 ~ ~ ~ TM 4= CITILAIO

I~ ~ S300 08 1 O 4 0

LOCAL TIME (hr)

NOON-MIDNIGHT ORBIT SAMPLING After Johnson, 1965
DAWN-DUSK ORBIT SAMPLING

AT EQUINOX DURING SUNSPOT MAXIMUM, 1947
Figure 3. Ionosphere Diurnal Characteristics

anticipated be obtained. This sample is required to . The fraction of ionograms which might be
determine sounder parameters such as frequency deemed scalable using automated techniques is radi-
range, frequency step size, and antenna require- cally localc-dependent varying from.near 100% in
ments and more importantly to establish a technical equatorial daytime to perhaps 10% in equatorial night-
base for the design of the automated scaling and in- time at high hS values.
version algorithms. An ionogram survey has been
completed in which some 500 ionograms sounded by . The ionosonde frequency range should be
ISIS-1 and ISIS-2 in approximately noon/midnight from 0.5 MHz to 19 MHz. Antenna efficiency can
orbits were viewed. The ionograms were provided afford to decreape below approximately 3 MHz.
by the Communications Research Centre Ottawa,
Canada. lonograms from the following regions were . A basic ISA strategy was established which
shudied: consisted of requiring the following features: A

i resonance-region subroutine is required to establish
SRegion f0 S and fxS. Vertical-trace insensitivity is required

Mid-Latitude Daytim 0 km hS 1800 km to cope with earth-based-rf interference and nfH
Polar Nighttime resonances. 0- and X-trace separation is highly
Equatorial Daytime hS = 1400 km; desirable.

580km W hS•800km

Equatorial Nighttime hS = 1400 kin; One atypically good ionogram Is shown in Figure 4
580km hSW 770 kin for illustrative purposes. This ionogram (designated

1-2) will be used in the remainder of this paper so that
The survey pointedly attempted to study both good and comparative results can be viewed. It Is one of the
disturbed ionograms with the widest possible variety best used in this study and is by no means representa-
of characteristics and problems. tive of the ionogram qual'ty required by the ISA's in

s s t u r oorder that successful scaling be achieved.
• m Some results of this survey are as follows:

CAN4DIDATE IONOSONDE
0 A generic X-trace shape exists which might

be of use in developing an ISA. In this section we describe an advanced topside
ionosonde designed for this mission.

* Lower (e.g., 800 kin) rather than higher
(e.g., 1400 kin) values of hS are to be preferred for Recent advances In iigital bottomside sounder
this mission. Fewer problem ionograms result at technology now provides a basis for advanced topside
the lower height due to decreased field-aligned sounder tec'nology (Bibi and Reinisch, 1978). The

S.propagation effects, following sTecific features are available and have
demonstrated value.
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* The use of a multi-chip, multi-pulse Bound- The analog processing and digital processing
Ing signal which Is coherently processed using a portions of this lonosonde have been constructed and
discrete Fourier transform (DFT). This provides tested anzl are now being used in. a bottomnside sound-
signal processing gain, Doppler data, and reduction ing tect assembly. Extensive software simulation of
of the effects of earth interference, the performance of the digital processing portion has

been completed. The performance predictions
* The use of the above type coherent signal closely eheck the perfornance measured in the

processing has been found to extract coherent echo hardware.
traces in the presence of certain small scale-size
irregularities such as spread. ,-

ordinary (0) from the extraordinary (X) signals has .. l ..
beec established. a ,- . .... , - ... --- ,----r. ,- ..

A block diagram of this advanced topside lono- F- ,o~•.
onde Is shown in Fgur 5. A performance sum- -

are shown in Table II. UFIrg these It Is estimated •] [• ]•...,
tn~t great circle lonogram resoluticns of about I de- "=-• ...-. i-.••-,-
gree will be obtainable In polar regions and 2 degrees
In equatorial regions. The lonosonde start-frequency, .... . -...

stop.-freque.ncy and step size combinations can be • • ]
programmed since many specific lonogram formats
are available. Figure 5. lonosonde Functional Block Diagram
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TABLE I micro second duration chips. Inter- and intra-pulse
bi-phase coding ie used to remove apparent range (r')

IONOSONDE PERFORMANCE SUMMARY ambiguities. Odd frequencies are sounded with PRF=
263 Hz and eve,, frequencies with PRF = 200 Hz.

'rameter Value The window structures used provide complete r' coy-
_,....._ . erage from 125 km to 1995 kmi. About one-bali the

2requency Rance 0. 5 to 19 MHz pulses are sounded with the receive antenna in a

Frequency Step Size 25, 50, or 100 KHz right circular polarized (RCP) configuration and the

Sounding Time/Frequency 0.126 Sec, ominal remp ining half with the antenna in a left circular

nogram Duraton 10 to 40 Seconds polarized (LCP) configuration. The use of this signal

EO to 320 Frequencies provides 16.8 dB of processing gain and RCP/LCP
0. 6 to 2.4 Great Circle Degrees polarization tagging.

Apparent Range 125 to 1995 Km Extensive data compression is required to re-
Rage Pixel 10 Krr. duce the data rate to that acceptable to the telemetry

PRF 200 and 263 Hz link (3168 b/s). The Data Compression Algorithm

Transmitter Power 30 Watts (DCA) compares th3 amplitudes of the signals in each

Transmit Polarization Linear of 3 range windows, In each of 8 Doppler bins and
i Peach of 2 polarizations and selects the maximum value

Receive Polarization RCP and LOP for transmission. This results in a data compres-
Processing Gain 16.8 dB sion of 48:1. This process and the resultant iono-

Telemetry Bit Rate 3168 bps gram format are illustrated in Figure 6.

TABLE 11
PRF - 263 Hz PRF - 200 H.

TYPICAL IONOGtiAM TIMES FOOD FEVEN
0 6 RCP LCP RCP LC 190

Start I Znbrtplr 3gram G reat C'rcle 12E *

.1Frequency ~rq:urccpny 1 Size Time jTverse k, RB.S#I A
(YHz) (MIz) (KHz) (Sec.) (Degrees) j '

, 10.95 5 2- 4 CHIP PULSE0 1TX 5 • * x 6 75 AWE RANGE WINDOW

-0.5 250 100 12 0.7 7WeFF T- " * t1, DOPIPLER LINE
0 -0 10 12 0.7 830 RS RANGE SIN
5.0 1895 50 35 2.1 . . TX TRANSMIT

5.0 18.5 100 17 1.0 
1 140  

T RT .A RW2

In summary, this sounder possesses three unique RIN #3 ". I

features: A S R[
105 16W0fT8 8 )'Rx

DL'- DL.I 0W3

Cohe*vnt Signal Proce lng 'I"o R-'-
1

IN

"* RCP/LCP Tagging a S

"* Extensive On-board Data Compression.
Figure 6. Tonosonde Sounding Signal

The manner in which these properties are
achieved will now be briefly discussed. Ionosonde Antenna

Ionosonde Signal Design The ionosonde antenna is worthy of special note.
It possesses the following features:

The fact that the lonosonde must possess sub-
stantial signal processing gain (to permit the use of a * RCP/LCP separation is available.
low transmitter power) along with the requirement
that ionograms be taken at sufficiently rapid intervals 0 Single lengrh monrpotes successfully cover
to accurately define the Ionosphere requireg that the the required frequency range.
lonosonde utilize a complex sounding signal. Com-
plete description of this signal is beyond the scope of * Compatibility with the host spacecraft (e.g.,
this paper. Briefly, 3ach frequency is sounded using the field-of-view requirements of other sensors) Is
27 pulses each consisting of four contiguous 133.3 att-tined.
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TeThe physical configuration is shown in Figure 7. the receive interval, the four monopoles are used to
Teantenna consists of four 17 meter monopoles alternam.Ay create an RCP and then LCP circularly

organized as two orthog-rnal V-type dipoles with an polarized receive antenna. Correct tagging will be
irciuded angle of 1000'. The use of the V-type con- achieved to w~hin a few degrees of the magnetic
figuration Is its notable feature. A V-antenna has a equator.
pattern without lobing over a wide frequency range.
The match properties are similar to those of a linear IONOGRAM SCALING ALGORITHM DEVELOPMENT
dipole of the same length, Satisfactory matxch, beam
width and polarization separation properties are The central problem in the mission design being
achieved zver 9 3 MHz to 19 MY~z frequency range. discussed is the design and test of automated tech-

The feasibility of achieving correct ±ACP/LCP tagging niques to suale and invert the data delivered by the
in the ionosonde has been cleorly established. Con- ionosonde. This must be done at the real-time data-
version to O/Y tagging on earth in the earth-based reception rate using mini, not main-frame computers.
DPF Is done using a simple algorithm based on A satisfactory tradeoff is to successfully scale a
knowledge of the position of the magnetic equator. high enough fractioni of all ionograms to satisfy the
The principles of this process are shown in Figure 8. needs of the model keeping the process rapid and re--

liable by not demanding scaling of severly anomalous
+Y. 4Z ionograms.

+*_ _X A first task is to provide digitized test data for

-Y. +Zthe ISA/PIA development. To this end an lonogram
Y. Z Reconstruction Facility (IRF) has been designed.

This accepts as Its input analog video WISS-1 or -2
_Y._Zdata as recorded on magnetic tape. These data are

+Y first digitized and formatted such that an ISIS -type

+Z I onogram exists. The absolute amplitude of the sig-
* I nal is preijerved. Second, these data are then re-

formatted to have an r' pixel size (10 kin) and
frequency step size equal to that of the planned

MON*+Z Ladvanced digital sounder (e.g., 50 kHz or 100 kHz).
EACH MAONCOoLE, 17 . ~ Third, these data are compressed using the iono-

sonde's DCA. The ottput then simulates that to be
expected from the lonosonde minus O/X tagging and

V ~Doppler data. A sample ofMIR output before passage

Figure 7. Sounder Antenna Configuration Through nthe l D taisk sown developigu and PIA tech-
niqes asfirt onsrvtivlypursued assuming
OIXtagirgdaa wuldnotbeavailable. Two

PROJECTION OF 8 VECTOR ON separate approaches now exist - one developed at the
.&NADIR NORMAL PLANE AND

MA.)R AXISO(F 0-WAVE Uiest fLwlCne o topei e

N O SRCP. UP. Huang, 1981) (Huang and Reinlach, 1981) and one at

X-AVE the RICA Laboratories, Princeton, N.J. (Waldmnan
LCP UP and Mathwich, 1980). Each possesses certain coin-

b- ..... ~mon features or subroutines such as the following:
4? MAJOR AXIS OF

.XWAIAE

TOPVIEW V

A> e~ A geomagnetic field subroutine which calcu-
lates the values of fH, B, and I as a functior of space-
craft position.

. Thresholding to accept for processing only
data which exceeds noise by an amount necessary t:

Figure 8. O/X Tagging Feasibility, Antenna give adequate probability of signal detection and allow-

aud Ionospheric Relationships able probability of false alarm.

During the transmit inteival the two +Z mono- & A resorance-region subroutine which defines
poles are connected together as are the two -Z mono- fOS and fXS thereby establishing a starting point on the
poles. Thus linear excitation of the X-type phenomena echo traces and eliminating essentially all of the
is achieved even near the magnetic equator. During retbonance-region data from subsequent processing.
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•::curve resulted from applying the standard lamination The current success rate for the RICA approach is

-- •inversion technique (Jackson, 1969) to the manually approximately the same as that of the ULCAR ap-

-•scaled ionogram. The agreement Is excellent and, proach. One X-trace result is shown in Figure 12

_ _ for this simple ionogram, use of only the 0- or oulý and the resultant Nh profile in Figure Z . The

S•the X-echoes would have resulted in essentially the "marnual" profile resulted from human scalingr of tis

S•same profile (see the 0- and X-nmrks In Figure 11). data-compressed lonogram. The total electron

••For more complicated ionograms, however, the content (TEC)* for these two profiles for this good

Seimultaneous use of both 0- and X-echoes substantially ionogram, differ by only 1. 2%. An awc.rage difference

S•Improved the quality of the profiles. of about 10% has been measured using a larger

S• ionogram sample.

-- • This ULC AR ISA has been tested by applying to it

S•digitized MbS ionog~rais as produced in the IRF. Neither of the above currently available ISA
S• Ialgori'hms makes use of the vahupble oix tsgg'.g

S••These ionograms, selected during the ionogram sur- daaimlbefo th nsne.Avcdag-

-- ••-vey, included some which were chosen as automated- rithms of both types are now in development. It is

-- - •scaling objectives and some problem ionograms anticipatedi that these will require substantially
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GLOBAL REAL-TIME IONOSPHERIC MONITORING

J. W. Wright
NOAA/ERL Space Environment Laboratory

Boulder, Colorado

ABSTRACT

An internntion~l global netwoik of about 90 modern digital ionosondes is advo-
cated to zeplace the 160 analog machines now active. Instruments following the
Dynasonde concept employ a minicomputer for adaptive definition of data acquisition
patLcrn3 and system control, for signal proce'sing and echo recognition, for data
processing and conversion to geophysical or rzdio communication parameters, mnd for
data communications and interchange. About 90 practical observing sites on this
planet suffice for vertical soundings of our ionosphere, and these sane ioncsondes
may conduct bistafic oblique soundings between their 5 oi 6 nearest neighbors (aver-
aging 2500 km distant), resulting in abou~t 320 locations of observation. The *Aec-
tron density distribution, lateral gradients or tilts, drifts, and Doppler meas-ire-
ments at each location are to be combined with similar data from the neighbor loca-
tions and each midpoint, to provide a real-time regional model. Applications in
geophysics, radio communications, and disturbance monitoring are mentioned.

INTRODUCTION

The Present Ionosonde Network

Tnere are about 160 ionosondes operating on the globe today (Figure i). Only a
handful of these are reasonabli modern instruments, the great majority following
design concepts developed in the 1940's and 1950's. They commit their measurement
intormation to analog film in the form of ionograms. Only a small fraction (usually
25%) of the ionograms are reduced to numerical da'A . The stations function in a
largely uncoordinated manner; it is usually only in a long-term (monthly-median)
sense that this degree of global coverage can even be approached. Several regional
programs (USA, USSR, France, India) reprcsent and Zorecast large-scale ionospheric
structure, e.g., Argo and Rothmuller (1979); Hatfield (1979). A global program
(Thomson and Secan, 1979) is maintained by tne AFGWC, based in part upon data from 44
widely-spaced ionosondes (some providing near-real-time parameters). Houever, this
comparatively ambitious effort is considered data-starved by its authors. I wish to
encourage a planned redistribution of these resources, leading to a smaller number of
modern stations that, individually and collectively, will pzovide much more informa-
tion (and do so more rapidly) than the present network.

The Role of the Ionosonda in Atmospheric Physics

Radio sounding by total reflection occupies a key position in ionospheric meas-
urement; the plasni is a sensitive tracer of virtually all atmospheric processes
underway in the ionosphere, and radio wave reflection provides a plasma probe of un-
paralleled sensitivity. High signal-to-noise ratios are obtained easily with systems
of modest power and without recourse to long signal integration times. Radio fre-
quency gives electron density directly at total reflection, and distances are measur-
able to about 1% of the iadio wavelength, a few meters. Some of the measurements are
useful directly, without conversion to geophysical parameters, as in the representa-
tion of long-distance radio communication conditions. They may also be inverted to a
variety of atmospheric information, much of it available in no other practical way.
The methods can provide information on all temporal scales, extending from the begin-
ning of our awareness of the ionosphere a half-century ago, down through those (of
solar or terrestrial origin) occupying fractions of a second. Information describing
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Nortn Pa le South Pole

0" MeridlarI

i-I-~mP

Figure 1. The present act've ionosonde network, of about 150 conventional in3tru-
ments. Stations are listed in Table 1. Station labels have 300-km radius and
suggest the field of view afforded by usual antenna systems and instrument sens.4-
tivity; however, most conventional ionosondes cannot determine echolocation and thus
confuse horizortal and vertical structure.
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a wide range of spatial scales is accessible from a single observing location, typi-
cally starting with those comparable to the radio wavelengtns used (.01-.3 km) and
extending far beyond the first Fresnel zone scale (typically 3 km) to horizontal
scales at least as large as the heiqht of the ionosphere (100-300 km).

To attein the full benefit or total reflection sounding there are three in-
escapable requirements:

(1) The measurement system must have complete agility in time and frequency
sounding 2atterns, and it must obtain a full description of each radio
echo. This has .nly recently become possible, and it follows that the
system must be programmable and digital.

(2) The measurements must be fully reduced to the geophysical information they
contain, otherwise, when reduction is incomplete, the interpretation of
each part suffers unnecessary ambiguity.

(3) Global (or at least regional) and continuous monitoring is necessary; first
ror obvious reasons 2dentical to thuse for meteorology, and also--as sug-
gested by this paper--for the temporal and spatial continuity of measure-
ment that provides the necessary information by which each instrument can
adapt its data acquisition pattern to prevailing conditions in the
ionosphere.

In the following sections we summarize the demonstrated measurement capabilities
or the "Dynasonde" class of ionospheric mea~arement systems (Wright, 1969; Wrignt and
Pitteway, 1979 a,b), that we believe satisfy requirement (I), above. We also de-
scribe some natural extensions of these capabilities to provide oblique incidence,
backscatter, and passive observations of the ionosphere, each contributing to In-
creased Lateral coverage. Finally, we attempt to suggest the size, deployment, modes
or operation, costs, and henefits of a 3lobal ionospheric monitoring network satisfy-
ing reauirement (3).

DYNASONDE MEASUR1EMENT CAPABILITIES

Hardware Aspects of a Modern Digital Ionosonde

The necessar_; hards.are features of Dynasonde systems have been adequately
described elsewhere (Wright, 1975, 1)77) and need not be reviewed here. It is suf-
ficient to show, with Figure 2, the functional. layuut of the latest such system .s
designed and assembled at NOAA-SEL by R. N. Grubb. The general-purpose computer,
supported by the usual digital peripherals and by two mic-ocomputers dedicated
respectively to rL.al-time signal processing and system timing management, are the
essential features by which requirewent (I) of our Introduct:LLn is achieved.

Geophysical Functions

Fi'gure 3 suggests four geophyaical functions of a digital icnosonde:
ObsLrvables are the dependent variables which arz measured for each ionospheric echo-
-effectively the group path and phase, and echo amplituce. These (or equivalent)
quantities must be obtained as functions of the independent variables for space,
tiome, and radio frequency. The frequency converts directly to plasma density, but
the spatial localization of the echo is an involved inversion problem.
Derivables are quantities obtaineu by calculation from the observables using estab--
lished theory and (if appropriate) statistically informative estimation procedures.
The status of some of these data inversion procedures was discussed by Wright
(1975a). They include methods for obtaining the electron density distribution from
multifrequency vertical, oblique, and backscatter soundings; nrethods for locating and
tracking dliscrete targets of medium scale; and methods for deriving ionospheric
velocities.

Deducibles are almost all of the parameters, properties, and processes of the higher
Hneutral atmosphere and ionosphere. Some of these (e.g., winds, conductivity) are
almost directly related to observables and might be included in. the derivable cate-
gory. Others (e.g., eddy mixing, electric fields) are hardly observable by any
direct means and must be deduce a from their effects.
Comparables are quantities or processes that are measurable by means entirely
independent of radio sounding. They are often 2mportant for validation of data
acquisition ýnd inversion methods, and the ionosonde may offer as much, if not more
than it receives, in such comparisons.
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i Figure 2. Functional and h 0~rdware layout of the digital ionosonde currerntly as-
H/ sembled at NOAA, Space Environment Labore tory. Note the microprocessors dedicated to

system timing and to real-time digital signal processing from two parallel quadraturereceivers. Full system control for data acquiaition, data processing, and user

interaction is achieved through software in the general-purpose ,.|inicomp.uter.

AL The Need for Coordinated Measurements

SThe relationships among derivable and deducible properties are id~entical to the

S~subject matter often termed theoretical nodeling of the ionosphere and high atmos-

phere. Although particular links between boxes must often be develop.ed in isolation,
it is tne degree of success of the entire pattern as a self-consistent system that
expresses our state of knowledge. If important links are omitted in the modeling, or
are inaccessible because of measurement system limitations, confidence in the entire

Second, specifically1 regarding total reflection sounaxrng, we must emphasize the

interdependent character or the observables in their relat~on to the derivables.
• Earlier sounding systems that, for example, measi-red ionospheric absorption, Doppler,

direction-of-arrival, or drifts, at one frequency only, were exploratory and develop--
mental efforts of pioneering value. However, it is only throagh doing all of these
in concert that the modern digital ionosonde can be expected to perform adequately

i• for the geophysical functions of Figuie 3.

/1/0

An extrapolation of this second point provides the main theme for the present
paper. A very small number of digital ionosondes. however sophisticated, can not
satisfy requirements for global monitoring of propagation, ionospheric, or geo-
physical conditions. But a threshold exists at which a moderate number of competen•t
instruments, operating with real-tine coordination, can do so. In dddition to the
vertical-incidence measurement capabilities just descri-•bed, it is poseible to use the
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GEOPHYSICAL FUNCTIONS OF A DIGITAL IONOSONDE

Obt~',b~s RADIO FREQOUENCY GRU AHPAEAPLTE

Derivables CECTROFN ELECTRON COLLISION

DENSITYPROFIL ECHO LOCATION VELOCITIES FREQUENCIES
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Figure 3. Geophysical functionr of a digital ionosonde, showing relationships among
the measurable quantities (observables) in ionospheric total-reflection radio sound-
ing, and the geophysical properties of the ionosphere and atmosphere. Note the
interdependence of the derivable and deducible properties on all of the
observables.

same hardware and data processing facilities with relatively little modification for
measurement of lateral variability in the ionosphere.

METHODS FOR LATERAL OBSERVATIONS

Accurate measurement of echo complex amplitude at a closely-spaced array ofreceiving antennas permits calcuLation of the direction-of-arrival of each echo (Paulet al., 1974; Wright and Pitteway, 1979b). If, in addition to the vertical-incidence
transmitting antennas, there are available broad-bana antennas producing low-eleva-tion radiation in several a4imuths, the same ionosonde can obtain a much areaterlateral view by a variety of well-established or potentially valuable methods:

Measurement of the zenith and azimuth angles-of-arrival during ionogram oradaptive soundings provides information on the nature and magnitude of ionospheretilts and horizontal gradients. Doppler information may provide an extra dimensionof discrimination when multiple ray paths are known or suspected (Pfister, 1971;
brownlie et al., 1973).

Passive observations of "transmitters of opportunity" might provide usefulsupplemLntary information concerning lateral gradients and traveling disturbances, atth. cost of data processing only. For remote transmitters of known schedule, loca-
tion. and frequency stability, the digital ionosonde can measure the presence, fieldstrength, Doppler, and angle-of-arrival of the signal. A minimum of about 0.5-secobservation per frequency should be sufficient for this, divided equally between the
same two orthogonal pairs of receiving antannas that are used for vertical sounding.
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With transmitting antennas that favor a particular azimuth and an intermediate
zenith angle, oblique backscatter at frequencies exceeding the overhead critical
freq',ency may be observed. About all that is seen by systems of ordinary power is
the so-called leading-edge backscatter, the envelope of skip-d&stance or minimum-
time-deJay scatter, and even this is seldom available beyond half-paths of about
1500 km. Within the observable range, however, the trace provides nearly direct
information on the variation of maximum density w*ith distance from the obser-isig
location. Computer simulation and the development of backscatter data analysiL is
being pursued actively by the University of Illinois (DuBroff et al., 1978);
backscatter measurements have been used to -nap foF2 within a radius of 1500 km by
Hattield (1970).

Bistatic oblique sounding over 1-hop paths provides a means for probing the
ionosphere at the path midpoint. If transmission and reception in both directions is
performed, the absolute group-path delay is the mean value of the two observ-ýd echo
delays measured from the local transmission times. The only timing accuracy required
is that which is sufficient to assure frequency synchrcnization and is of the order
ot the repetition interval. Inversion of oblique ionograms to midpoint N(Z) profiles
is not fundamentally different from the vertical sounding problem (Chuang and Yeh,

" t 1977).

CONSIDERATIONS AFFECTING NETWORK DEPLOYMENT

Idealizations

The ratio of the Earth's surface area (radius R) to that (.bservaL..e from a
single site (radius r) is 4 R2 /r 2 . It r is taken to be 1000 km, 162 sites are
required; 113 for r = 1200 ki; and 72 for r = 1500 km. A satisfactory plan may be
based upon the icosahedron by dividing each edge by three and adding one vertex near
the center of each equilateral face. This produces isosceles triangles in each face,
as shown by the sketch at lower right in Figure 4. If the Earth were divided in this
way, 92 station locations would result, with three characteristic interstation dis-
tances: 2351, 2598, and 2722 km. These distances are all comfortable for bistatic
oblique sounding of the F region. In addition to the 92 observation sites for verti-
cal observations, the contiguous-pair midpoints provide 260 additional measurement
locations. Each of the 12 icosahedral vertices "sees" five interpolated sites at
equal azimuths of 72*, while each of the interpolated sites sees six sites at 60*
az:.muths. The locations are representec in Mercator pro3ection in the main part of
Figure 4.

It has appeared less than obvious to us that a glbal network of this size could
conduct scheduled bistatic soundings (in a minimum cyclL 6f six azimuths each)
between pairs of stations without contention for the same observing period in the
cycle. Each sounder must select the appropriate transmit-receive antenna for the
azimuth of its neighbor, without being required to serve another azimuth during the
same period. The small numerals of Figure 4, at the midpoints of each station pair,
suggest the extent to which this may be accomplished. Contention appears at six of
the 260 midpoints (wherever the number of midpoints in a clcsed loop is odd), but
otherwise an efficient and compatible schedule for bistatic and backscatter soundings
seems attainable.

New Standard Parameter Products From A Modern Network

We propose to initiate studies illustrated for N(h) profile data by the bottom
panel of Figure 5. We assume that the profile has been obtained from virtual height-
frequency data at frequencies that have been chosen adaptively by the ionosonde so
that the desired detail is available in the profile. The figure defines a number of
parameters with the following properties:

(1) They characterize the profile sufficiently well that the profile itself can
be reproduced from them to an acceptable accuracy.

(2) They may each be summarized statistically into mean values and standard
deviations (and possibly higher-order moments for suitable samples).

(3) In their statistically-summarized form, they permit reversion to an accept-
able mean profile. This procedure is analogous to that proposed by Dudeny
(1978), except that in our case the parameters are literally properties of
the N(z) profile; in theirs, I!-- ttempted to construct a profile using
the old standard parameters ariety of assumptions.
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Figure 4. An idealrt ed station deployment based upon the twelve vertices of anicosahedron (o), each of the 20 faces of which are further divided (e) into ninenearly equal isosceles triangles. Small numbers between sites stiggest a possible
tchedule of bistatic sozendings between adjacent statlon pairs in a cycle of six.

A saimlar approach would be necessary for cther kinds of informateon p ateered byzhe system.

Volume of information From a Modern Network.

The modern ntwork wtal not yield an unmanageable volume of data.
Suppose a modernized set of standard parameters were devised, somewhat along

these lines, to summarize the height variations of electron density, A/N/N, Vx.v, .
and, say 3 or 4 other parameters. We then obtain about 60 parameters per rexcoYl..g,
consisting of N(z), velocities, etc.: at (say) 10 heights. Since at Lheir sourcechess aie supplemented by some time-rate-of-change inform~aton, let us assume that anI E interpolation for intermediate timea is satisfactory, yielding 160 bytes of data each
10 minutes. This is equivalent to about 107 bytes/year/station. If we assume that
each bistatic sounding rath also yields 107 bytes/year, then, at least, the 92 sta-
tions must archive 'or a total of 352 locations; the accumulation is 3.2 x 10 7 bytes/
year/station. A 9-track tape at 6250 bpi can hold about 1.6 x 108 bytes, assuming
20% record gaps. Thus each station would fill only 0.2 tapes/year, or 18 tapes
globally per year.

But in fact, it is desirable that each station archive data that describe the
region around the station. Regions of three different sizes can be imagined:
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Figure 5. Top: The 11 standard parameters manually digitized from analog ionograws,
exchanged internationally and archived in hourly tabulations at World Data Centers.
Bottom: Some standard parameters that could serve to describe ionospheric electron
density profiles and that could be summarined statistically.

i) The circ)e, of about 1300-km radius, from each station to the

midpoints or the oblique paths to the neighboring stations; or

ii) The circle, oi about 2600-km radius, to the neighboring stations; or

111) Total global sharing of ail. available data, at all stations.

In the extreme case (-ii), each of tae 92 stations would accumulate reduced data
at the rate or 18 tapes/year, but this means, globally, 92 copies of the same infor-
mation, and, while manageable, seems quite unnecessary. If the intermediate case
(ii) is considered, we have five or six copies of this information (depending on the
number of nearest stations), so that only about one tape/year/station is required for
regionally complete archives.

THE DEPLOYMENT OF A PRACTICAL MODERN NETWORK

Figure 6 provides global views ot an optimum network of modern ionosonde instru-
ments, based upon the requirements and technological opportunities reviewed above.
At about 99 practical locations, we envision instruments capable of providing all of
the detailed vertical incidence sounding information of the advanced digital ionc-
sonde, plus additional information on lateral structure and gradients near each site,
plus bistatic soundings between nearby pairs of sites.

Typical interstation distances in Figure 6 are about 2500 km, althaugh many
(e.g., Dublin-Prague) are less than 2000 kin, and some, still useable for oblique
soundings, are between 3000 and 4000 km (Seattle-Hawaii; Aricebo-Azores).
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A list of thu station locations of Figures 1 and 6 is given in Table 1. Tie 156
traditional stations, and 89 lcations of the modern plan, have 39 places in common.
Of the 24 mandatory island locations, five are currently instrumented. Eleven more

C m of the 89 were once occupied by ionosondes and have become inactive. This overlap of
the present network with our plan is intentional, reflectin% our presumption that an
existing oration has a motivated administration behind it, experienced personnel, and
a -ractical site. We should not wish our suggestion of optimum locations to express
an', deeper political considerations, and we hope that it is clearly understood that
any rearrangement of locations that preserves approximately the suggested station
density is equally satisfactory.

CONCLUSIONS

It is evident from the fozogoing that we differ categorically with the views
held by some (e.g., Bibl and Reinisch, 1978) that "the most important requirement for
a monitoring ionosonde is low cost, since only a dense network of sounders can pro-
duce a global pinture of the ionosphere" and that "two sets of ionosondes are needed,
one for research and one for monitoring purposes."

We must emphasize however that there is no need for absolute uniformity among
the digital ionosonde instruments comprising our proposed network. Stations offering
occasional or frequent research facilities (or an ionosonde research center, in the
mann-'c of incoherent scatter centers such as Arecibo) -'ill of course need relatively
elaborate systems. Very isolated stations (gap-fille.-) will need only a minimal
sysa.em, to which additional hardware could be interfaced tempo" arily if the station
beco.aes central to a geophysical campaign.

Some particular comments are applicable to educational and government adminis-trat..ons that have become accustomed to the operation of their own ionosonde and
would find that it is not needed in our plan;

(1) Clcarly an economy of radio sounding activity is desirable on grounds of
eflicient use of the radio spectrum and minimizing radio interference;
these considerations along may eventually make our network suggestions
imperative.

(2) National administrations in Europe realized at the beginning of large-scale
space research that a proliferation of individual national centers could be
a weakening policy, as compared with the cooparative establishment of ESRO
The same consi -rataons prevail in the field of high-energy particle accel-
erators (Amaldi, 1979). A similar approach is worth conjideration for
ionospheric sounding centers.

(3) Modern communications permit large numbers of widely separated users to
enjoy the use of one central, large computing facility, almost as if it
were theirs alone. This can apply as well in multiple access to an iono-
spheric sounding facility, to obt4in the latest data or a summary, or to
take active control zf a share of the ionosonde's measurement potential.
Surely the-e possi-Pilities, incorporating the advanced measurement ability
of the center itseli, must outweigh present advantages of operating one's
own analog ionosonde.

(4) At an intermediate level we consider the educational institution which can
- fill a gap and can identify ionospheric research as an important special-

ization. To such institutions the modern ionosonde offers a small but
complete dita processing center, in addition to its primary sounding
functions.

The most essential ingredient of our plan is again administrative, and as
geophysicists rather than adminzstrators we are unable to provide it. We refer to
the planning, funding, and coordination required to bring about a network of the kind
and capability described in this paper, on a global or regional scale in a reasonable

* time. Such a network is virtually certain to evolve eventually anyway, say within
the next 20 years, because of the progressive obsolescenca of present ionosondes and
the continuing need for monitoring ionospheric weather. But we suggest that if a few
national or multinational efforts (e.g., by NATO) weve coordinated internationally by
URSI, a regional demonstration network could be realized within five years. The
merits of expanding or duplicating the demonstration netwo.:k could then be readily
assessed.
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Figure o. Suggested deployment of an optimum netWOLK, of anout 90 modern digital
iorosondes, also listed in Table 1. Each stacion would maintai n an accurate three-
dimensional local model applicable to a vertical cone of about the label radius,
500 km. at the F2 peak. IBackscatter, bistatic oblique soundinq, and other methodsI would maintain observations at about 250 intermediate locations.
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Table i • CURRENTLY ACTIVE IONOSONDE STATIONS AND A SUGGESTED OPTIMUM NETWORK

Map Present Map Suggested Map Present Map SuggestedCode Stations Code Stations Code Stations Code Stations
AB Aberystwyth CT Capetown (S.Af.)

(Wales) CV Cape Zevgari
AC Accra (Ghana) (Cyprus)

AD Adak (U.S.A.) CA Carnarvon
PM (Aust.)

AL Adelaide CG Changhan (China)
(Aust.) GH Christchurch

AH Anmedabad (r. Z.)
(India) CD Chokurdakh

AK Akita (Japan) (U.S.S.R.)
AA Alma Ata XM Christmas Isl.

(U.S.S.R.) (U.K.) P,D,M
A14 Angola CH Churchill CH Churchill
AK Ankara (Can.)

(Turkey) CS Cocos Isl.
AR Aricebo AR Aricebo (Aust.)

(U.S.A.) CO College CO College
Al Argentine Isl. AI Argentine Isl. (U.S.A.),

(U.K.) M CP Concepcion CP Concepcion
AE Ascension Isl. (Chile)

(U.K.) M CG Chongqing
AS Ashkabad AS Ashkabad (China)

(U.S.S.R.) DK Dakar DK Dakar
AT Athens (Gr.) (Senegal)
AU Auckland AU Auckland DS Dar es Salaam

(N.Z.) (Tanz.)
AZ Azores DW Darwin (Aust.)

(Port.) M DH Delhi (India) DH Delhi
BK Bangkok BK Bangkok DT DeBilt (Neth.)

(Thai.) DG Diego Garcia
BB Baudouin BB Baudouin Isl. (U.K.) D,M

(Belg.) DI Dixon
BN Beiging (U.S.S.R.)

(Peking) (China) DJ Djibouti (Fr.) DJ Djibouti
GE Belgrano DE Dourbes (F-.)

(Argent.) DN Dublin (Ire.)
BE Beograd (Yug.) DU Dushanbe
BO Billerica (U.S.A.) (U.S.S.R.)

BG Bogota El Eaeter Isl.
(Col.) (Chile) D,M

BM Bombay FG Fiji (N.Z.) P,M
BC Boulder BC Boulder FA Fort Archambault

(U.S.A.) (Chad)
3BV Bouvet Isl. FZ Forteleza FZ Forteleza

(Nor.) D,M (Braz.)
BB Bribie Island FM Fort Monmouth

(Aust.) (U.S.A.)
BR Brisbane BR Brisbane FR Freiburg (Ger.)

(Aust.) GL Galapagos
BU Budapest (Hung.) (Ecuad.) D,M

Ai BA Buenos Aires BA Buenos Aires GY Garchy (Fr.)
(Argent.) GO Godhavn (Den.)

CU Calcutta (India) GS Goose Bay (Can.)
CI Campbell Isl. GK Gorky (U.S.S.R.)

(N.Z.) GR Grahamstown
CS Canberra (Aust.) (S.Af.)

CN Canton GZ Graz (Aust.)
(China) GO Guanqzhon

CF Cape Parry (Can.) (Chih.a) GM Guam IsI.
CE Cape Schmidt (U.S.A.) P,M

(U.S.S.R.)

(Key: (P) = previously instrumented; (M) = mandatory location; (D) = difficult
logistically).
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Table 1. CURRENTLY ACTIVE IONOSONDE STATIONS AND A SUGGESTED OPTIMUM NETWORK (cont.)

Map Present Map Suggested Map Present Map Suggested
Code Stations Code Stations Code Stations Code Stations
HB Halley Bay HB Halley Bay ML Manzhouli

(U.K.) (China)
HA Hailkou (China) MM Mauritius M
HN Hanover (U.S.A.) MW Mawsun (Aust.)
HE Hermanus (S.Af.) MP Merida (Mex.)
HS Highgate Springs MX Mexico City

(Aust.) (Mex.)
HO Hobart (Aust.) MY Midway (U.S.A.)
HK Hong Kong (U.K.) M

SHU Huancayo (Peru) MZ Miedzeszyn
IB Ibadan (Nig.) IB Ibada*i (U.S.S.R.)

HT Camp Heurtin MH Millstone Hill
(Fr.) D,N (U.S.A.)

IR Irkutsk IR Irkutsk MQ Mindanao(U.S.S.R.) (Phillipines)

IS Istanbul (Turk.) MI Mirny MI Mirny
JI Jicamarca Jl Jiaamarca U.S.S.h.)

(Peru) MO Moscow MO Moscow
JO Johannesburg (U.S.S.R.)

(S.Af.) MU Mundaring
JR Juliusruh (Ger.) (Aust.)
KL Kaliningrad MK Murmansk

(U.S.S.R.) 'U.S.S.R.)
KR Karaganda MC Muscat(U.S.§.R.) (Oma•n) D,14
KG Kerquelei Isl. KG Kerguelen Isl. NR Nairobi (Kenya)

(Fr.) M NQ Narssarssuaq NO Narssarssuaq
KB Khalarovsk (Den.)

(U.S.S.R.) NI Norfolk Isl.KI Khaybar (Aust.)
(Saudi -rabia) NO Norilsk

KV Kiev (U.S.S.R.) 'U.S.S.R.)
KT Kiruna (Sw.) NR Novokazalinsk
KO Kodiakanal (U.S.S.R.)

(India) NS Novosibirsk
KU Kourou (U.S.S.R.)

(Fr.Guiana) NU Nurmij5rvi
KW Kwajalein Isl. (Fin.)

(U.S.A.) P.M OM Omsk (U.S.S.R.)
LA Lancaster (U.K.) OK Okinawa (Jap.)

LC Lanchow OT Ottawa (Can.)(China) P OU Oagadougou (Fr.)

LN Larnion (Fr.) PO Palermo, SicilySLB Lanzhou (China) (It.)SLP La Paz (Mex.) PK Patrick AFB

LT Leicester (U.K.) (U.S.A.)
LD Leningrad Pitca3rn Isl.

(U.S.S.R.) (U.K.) P,D,M
LI Lindau (Ger.) PA Point Arguello

LB Lisbon (Port.) (U.S.A.)
LY Lycksele (Sw.) PT Poitiers (Fr.)

MQ Macquarie Isl. PQ Prague (Czech.)
(N.Z.) PM PS Port Stanley PS Port Stanley

MD Madras (India) (U.K.)
MG Magadan MG Magadan PR Post Maurice

(U.S.S.R.) Cartier
MN Manila (Aig.)

(Phillipines) RA Raratonga PA Raratonga
MR Marion Isl. (N.Z.) M

(S.Af.) P,M RB Resolute Bay
MS Marquesas Isl. (Can.)

(Fr.) M RJ Rio de Janeiro
MT Mato Grosso (Braz.)

(Braz.) D RO Rome (It.)
MA Maui (U.S.A.) MA Maui M RV Rostov (U.S.S.R.)
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Table 1. CURRENTLY ACTIVE IONOSONDE STATIONS AND A SUGGESTED OPTIMUM NETWORK (cont.)

Map Present Map Suggested Map Present Map Suggested
Code Stations Code Stations Code Statiors Code Stationg
SH Sachs Harbor TA Terre Adelie TA Terre Adelie

(Can.) (Fr.)
SD Salerkhard TH Thule (Den.) TH Thule

(U.S.S.R.) TC Thumba (India) TC Thumba.
SY Salisbury SY Salisbury TI Tiruchchirappalli

(Rhod.) (India)
QM Sanae (S.Af.; TX Tixie Bay

Sh San Ambrosio (U.S.S.R.)
131. TO Tokyo (Jap.) TO Tokyo
(Chile) D,M TK Tomsk (U.S.S.R.)

BZ San Jose (Braz.) EB lortosa (Spain)
SN' San Juan (Arg.) TL Townesville
SB Scott Base (Aust.)

(U.S.A.) TW Trelew (Arqent.)
SM S~ndrestr~mf]ord TT Tristan da

(Den.) Cunha (U.K.) D,M
SE Seattle TR Tromso (Nor.) TR Tromso

(U.S.A.) P TS Tsumeb (S.W.Af.)
Su Seoul (Korea) TU Tucuman
SL Slough (U.K.) (Argent.)
SO Sodankyla (Fin.) TZ Tunguska
SQ Sofia (Bulg.) (U.S.S.R.)
SG South Georgia SG South Georgia UP Uppsala (Sw.)

(U.K.) UA Ushaia (Arg.)
ST South Uist (U.K.) VA Vanimo
PO South Pole (New Guinea)

(U.S.A.) VO Vostok
BI Stanleyville (U.S.S.R.)

(Bangui) WK Wakkanai (Jap.)
SV Sverdlovsk WP Wallops Isl. WP Wallops Isl.

(U.S.S.R.) (U.S.A.)
SW Syowa (Jap.) SW Syowa WS White Sands
TT Tahiti (Fr.) (U.S.A.)

Taipei (Taiw.) TT Taipei WU Wuch'ang (Chinal
TG Tangerang TG Tangerang YA Yakutsk

(India) (U.S.S.R.)
TQ Tashkent YG Yamagawa (Jap.)

(U.S.S.R.) SA Yuzhno
r5 Tbilisi Sakhalinsk

(U.S.S.R.) (U.S.S.R.)
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